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FOREWORD

This book contains the proceedings of BMSD 2013 — the Third International Symposium on
Business Modeling and Software Design, held in Noordwijkerhout, The Netherlands, on July 8 —
10, 2013. The proceedings consists of 33 high-quality research and experience papers that have not
been published previously. These papers have undergone a detailed peer-review process and were

selected based on rigorous quality standards.

The symposium has been organized and sponsored by the Interdisciplinary Institute for
Collaboration and Research on Enterprise Systems and Technology (IICREST), in cooperation
with the Dutch Research School for Information and Knowledge Systems (SIKS), the Center for
Telematics and Information Technology (CTIT), Aristotle University of Thessaloniki (AUTH), and
AMAKOTA Ltd.

The third edition of BMSD has been inspired by two previous very successful editions of the
symposium, namely BMSD 2011 (Sofia, Bulgaria) and BMSD 2012 (Geneva, Switzerland). We have
all succeeded in establishing and maintaining high scientific quality and stimulating collaborative
atmosphere. Touching upon business modeling and its relation to software design, BMSD is
characterized by a high level of interaction among leading scientists, engineers, and practitioners in
the area. The gap between information systems and underlying business models continues to pose
challenges to systems engineers, IT architects, and software developers. The scientific areas of
interest to BMSD 2013 are: (i) Business Models and Requirements; (if) Business Models and
Services; (iii) Business Models and Software; (iv) Information Systems Architectures. Each year, a
specific theme is chosen, for making presentations and discussions more focused. The theme of
BMSD 2013 is: Enterprise Engineering and Software Generation.

Business / Enterprise models and architectures are in the focus of a great number of researchers
and practitioners not only because enterprise complexity increases but also because it is becoming
more and more evident that information systems development failures would be inevitable without
adequate underlying business models. Within the last 15 years, numerous research activities have
been devoted to bringing together Business Modeling and Software Design — we saw Enterprise
Ontology, Model-Driven Engineering, and so on. This impacted the Requirements Engineering
discipline. All those efforts have aimed at closing the gap between business and IT systems,
acknowledging that not grasping correctly and exhaustively a business system would inevitably lead
to consequent software failures. Recently, Service-Orientation + Cloud Computing as well as
Autonomic Computing + Context-Aware Computing have appeared as promising paradigms in
this regard. Nevertheless, the software development Community still misses a practically usable and
widely accepted business-IT alignment methodology that is theoretically rooted. BMSD 2013 has
addressed this and other related challenges, by considering a large number of research topics: from
more conceptual ones, such as enterprise engineering and business - I'T alighment, business process

(workflow) modeling and modeling languages, business process verification and execution, maturity

IX



models, value modeling, normalized enterprise systems, intelligent systems, ontology reasoning and
Semiotics, to more technical ones, such as software specification, use cases, (web) services -
choreography modeling and variability issues, database clusters, and 'e-applications' (in Healthcare
and Transport), from more business-oriented ones, such as enterprise architecture management,
enterprise resource planning, and requirements specification, key performance indicators to IT
architectures —related topics. We believe that all these research contributions highlight challenging
(technical) problems and present innovative solutions relevant to the above-mentioned scientific

areas.

The 33 published papers (including several Invited Papers) were selected from 56 submissions
(compared to 46 submissions in 2012 and 58 submissions in 2011) and 13 of these papers were
selected for a 30-minutes oral presentation (Full Papers); in addition, 20 papers were selected for a
20-minutes oral presentation (Short Papers and Special Sessions Papers). Hence, the full-paper
acceptance ratio of 23% shows a high level of quality which we intend to maintain and reinforce in
the following editions of the symposium. Further, the BMSD’13 authors are from: Belgium,
Bulgaria, Finland, Germany, Japan, Luxembourg, The Netherlands, Norway, Russia, Saudi Arabia,
Switzerland, Thailand, Turkey, and United Kingdom (listed alphabetically); this makes 14 countries
in total (compared to 11 countries having been represented in 2012 and 10 countries — in 2011); 7
countries, nevertheless, have been represented in all 3 BMSD editions so far, these are: Belgium,
Bulgaria, Germany, The Netherlands, Switzerland, Russia, and United Kingdom. This cleatly
indicates for a strong European influence which we aim at maintaining and developing further

while at the same time adding more countries and regions to the ‘BMSD Map’.

The current proceedings' Publisher is SCITEPRESS and we deliver not only printed proceedings
but also an electronic version of the proceedings - all presented papers will be made available at the
SCITEPRESS Digital Library by September, 2013. Furthermore, the proceedings will be submitted
for indexation by DBLP (Computer Science Bibliography). Finally, the authors of around ten
selected papers presented at BMSD 2013 will be invited by Springer-Verlag to submit revised and
extended versions of their papers for publication in a Springer LNBIP (Lecture Notes in Business

Information Processing) Series book.

The high quality of the BMSD 2013 program is enhanced by three Keynote Lectures, delivered by
distinguished guests who are renowned experts in their fields, including (alphabetically): Marco
Aidello (University of Groningen, The Netherlands), Kecheng Liu (University of Reading, United
Kingdom), and Leszek Maciaszek (Wroclaw University of Economics, Poland). In addition, the
Keynote Speakers and other BMSD’13 participants will take part in a panel discussion and also in
informal discussions focused on community building and project acquisition. These high points in
the symposium program would definitely contribute to maintaining the event’s high quality and its
stable and motivated Community; probably it would be interesting mentioning that two thirds of
those who attended BMSD 2012 are among the BMSD’13 participants.

Building an interesting and successful program for the symposium required the dedicated efforts of

many people. Firstly, we must thank the Authors, whose research and development achievements
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are recorded here. Secondly, the Program Committee members each deserve credit for the diligent
and rigorous peer-reviewing and paper selection process. Further, we appreciate the willingness of
SCITEPRESS to publish the current proceedings and we turn especially to Vitor Pedrosa with
sincere words of gratitude for his brilliant collaboration and perfect work with regard to the
proceedings preparation. We would also like to compliment the excellent organization provided by
the IICREST team; it did all necessary preparations for a stimulating and productive event,
supported by its logistics partner, AMAKOTA Ltd. Last but not least, we thank the Keynote
Speakers for their invaluable contribution and for taking the time to synthesize and deliver their
talks.

We wish you all an inspiring symposium and an enjoyable stay in the beautiful Noordwijk area in
The Netherlands. We look forward to seeing you next year in Luxembourg, for the Fourth
International Symposium on Business Modeling and Software Design (BMSD 2014), details of
which will be made available at http://www.is-bmsd.org.

Boris Shishkov
IICREST, Bulgaria
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Smartness and the Power Grid: An Information Systems Perspective

Marco Aiello
University of Groningen, Groningen, The Netherlands
M. Aiello@rug.n!

Abstract: The Smart Power Grid promises to not only provide for a more reliable distribution infrastructure, but also
give the end-users better pricing, information, and freedom. The promise is fueled by a pervasive
digitalization of the energy production and distribution network that will finally involve both utilities,
governments, and end-users. The real advantages of the smart grid will be available to all, only if the
physical infrastructure of energy distribution is supported by adequate information systems. In this talk, I
will review the current state and possible evolutions of the concept of a smart grid, I will point to the data
that future information systems will need to manage and, finally, indicate possible uses for such
information.

BRIEF BIOGRAPHY

Marco Aiello is Full Professor of Distributed
Systems at the Johann Bernoulli Institute for
Mathematics and Computer Science of the
University of Groningen, The Netherlands. Member
of Energy Academy Europe, he focuses on ICT
research related to Smart Grids and in particular on
the low voltage distribution network and on
buildings connected to it. He is the Technical
Manager of the EU project GreenerBuildings and PI
of the Dutch Energy Smart Offices. He was also the
PI of a Dutch project on variability modeling and
service orientation for governmental business
processes (SaS-LeG). Prior to joining the University
of Groningen he was a Lise Meitner fellow at the
Technical University of Vienna (Austria) from
which he obtained the habilitation. Before he has
been assistant professor at the University of Trento
(Italy). He holds a Ph.D. from the University of
Amsterdam (2002) and a degree in Computer
Engineering cum Laude from the University of
Rome, La Sapienza (1997). More information is
available at www.cs.rug.nl/~aiellom and
www.distributedsystems.nl.






Organisational Semiotics for Co-Design of Business and IT Systems

Abstract:

Kecheng Liu
University of Reading, Reading, UK
K. Liu@reading.ac.uk

There is often a tension between IT and business systems, because of the changing business requirements.
An IT system, that at one time may be highly supportive, after some time, could become inadequate to
business operations and be regarded as a legacy system. Such a problem may be caused by a number of
factors. One is that IT systems and business processes are not treated as one integral unit; and therefore the
misalignment between the business and IT systems may occur. Calibration and alignment of IT and business
systems have to be regularly performed. Much effort in industry and academia has been made in searching
for solutions, through investigation of, e.g., flexible architecture of IT systems, evolutionary information
systems and co-evolution of IT systems and business processes. But the results have often been far from
being satisfactory. The co-design of business and IT systems introduced in the keynote is an approach
towards this direction. An IT system is viewed as a part of the business organisation, and the design of the
business organisation will derive the design of IT system, with the IT system design being a by-product. The
organic integration of IT into the business processes will allow both systems to evolve naturally. The co-
design approach from the perspective of organisational semiotics in this talk will be presented as a
methodological foundation for modelling the business organisation. An organisation is analysed and
modelled as the informal, formal and automated components which interact and support each other.
Modelling the organisation will involve the solicitation and representation of the norms that govern the
behaviour in each part. The presentation of this method of co-design will be followed by an illustration of
the method applied in integrating the healthcare enterprise, with a discussion on future research.

BRIEF BIOGRAPHY

Professor Kecheng Liu, Fellow of the British
Computer Society, holds a professorial chair of
Applied Informatics at the University of Reading,
UK. He is Director of Informatics Research Centre,
and Head of School of Business Informatics,
Systems and Accounting, a constituent school within
Henley Business School. He has published 14 books
and over 200 papers in the fields of business
informatics. As a key international figure in business
informatics and organisational semiotics, he was one
of the founders and also the chair of a series of
international workshops and conferences on
Informatics and Semiotics in Organisations. His
research interests span from information systems
methodology, requirements engineering, pervasive
informatics, intelligent systems enabling sustainable
working and living, information management in
healthcare and, recently, pragmatic web. He has

supervised 50 PhD students spreading in many
countries and regions such as Chile, Brazil, The
Netherlands, Portugal, Saudi Arab, Iran, Singapore,
Hong Kong, China and the UK. He has been visiting
professor in a number of prestigious Chinese
Universities, including Renmin, Beijing Institute of
Technology, and Shanghai University of Finance
and Economics.






Dependency Analysis for Developing Maintainable Systems —

Abstract:

Hierarchy is Not Old Hat

Leszek Maciaszek
Wroclaw University of Economics, Wroclaw, Poland
Leszek.Maciaszek@ue.wroc.pl

Complexity is defined as the degree to which a software system is difficult to understand, maintain and
evolve. The main difficulty stems from complex interactions (dependencies) between system
components/services. The dependencies can be enforced in the architectural design and can be managed by
analyzing the implementation code. This keynote addresses software complexity, offers a meta-architecture
that minimizes software dependencies, and presents a method to monitor software dependencies. The aim is
to produce systems possessing the quality of maintainability. Architectural intent for maintainable systems
is invariably some sort of hierarchical layered structure. The holon abstraction - introduced by Arthur
Koestler to interpret the structures and processes in living systems - is applied as an approach to restraining

software complexity.

BRIEF BIOGRAPHY

Leszek A. Maciaszek is the Director of Institute of
Business Informatics and Head of Department of
MIS Engineering at Wroclaw University of
Economics. He holds also an Honorary Research
Fellow position at Macquarie University - Sydney,
Australia. He is internationally recognized mostly
for his work in database technology, software
engineering and systems analysis and design. He has
worked as a Visiting Professor/Scientist in more
than 20 universities/research centres in countries on
four continents; has authored about 150 peer-
reviewed publications (including Prentice-Hall and
Addison-Wesley books, some translated from
English to Chinese, Russian and Italian); has
initiated a number of yearly international
conferences, including ENASE and FedCSIS; has
served as an expert, reviewer and advisor to
international corporations, government bodies and
ministries (currently a member an advisory council
to the Minister of Administration and Digitization of
the Republic of Poland); has been a reviewer and
evaluator to European Commission of FP7 projects.
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Abstract:

Challenges of Modelling Landscapes
Pragmatics Swept Under the Carpet?

Marija Bjekovi¢ and Henderik A. Proper
Public Research Centre Henri Tudor, Luxembourg, Luxembourg
Radboud University Nijmegen, Nijmegen, The Netherlands

EE—Teaml, Luxembourg, Luxembourg
{marija.bjekovic, erik.proper}@tudor.lu

Model, Modelling Language, Model Integration.

In enterprise modelling, a wide range of models and languages is used to support different purposes. If
left uncontrolled, this can easily result in a fragmented perspective on the enterprise, its processes and IT
support. On its turn, this negatively affects traceability, the ability to do crosscutting analysis, and the overall
coherence of models. Different strategies are suggested to achieve model integration. They mainly address
syntactic-semantics aspects of models/languages, and only to a limited extent their pragmatics. In actual use,
the ‘standardising’ and ‘integrating’ effects of traditional approaches (e.g. UML, ArchiMate) erodes. This is
typically manifested by the emergence of local ‘dialects’, ‘light weight versions’, as well as extensions of the
standard to cover ‘missing aspects’. This paper aims to create more awareness of the factors that are at play
when creating integrated modelling landscapes. Relying on our ongoing research, we develop a fundamental
understanding of the driving forces and challenges related to modelling and linguitic variety within modelling
landscapes. In particular, the paper discusses the effect of a priori fixed languages in modelling and model
integration efforts, and argues that they bring about the risk of neglecting the pragmatic richness needed across

practical modelling situations.

1 INTRODUCTION

Enterprise models play an important role in the design
and operations of enterprises (Bubenko et al., 2010).
More specifically, enterprise models can be used to
study the current state of an enterprise, analyse prob-
lems with regard to the current situation, sketch po-
tential future scenarios, design future states of the
enterprise, communicate with stakeholders, manage
change, etc. ((Davies et al., 2006), (Bubenko et al.,
2010), (Anaby-Tavor et al., 2010)).

Next to the fact that enterprise models are cre-
ated for different purposes, it is necessary to do so
from different perspectives, such as business pro-
cesses, value exchanges, products and services, in-
formation systems, etc. In the field of information
systems engineering, the use of a multi-perspective
approach has long since been advocated, e.g. (Wood—
Harper et al., 1985), (Zachman, 1987). For enter-

IThe Enterprise Engineering Team (EE-Team) is a col-
laboration between Public Research Centre Henri Tudor,
Radboud University Nijmegen and HAN University of Ap-
plied Sciences (www.ee-team.eu).

prise modelling, there is even a broader set of per-
spectives to consider ((Frank, 2002), (Winter and Fis-
cher, 2007), (Greethorst et al., 2006), (Wagter et al.,
2012)).

The collection of models that jointly represent
the different perspectives of one enterprise, are of-
ten expressed using different modelling languages, in-
cluding UML (OMG, 2003), BPMN (OMG, 2008),
ArchiMate (Iacob et al., 2012), i* (Yu and Mylopou-
los, 1996), e3Value (Gordijn and Akkermans, 2003),
SBVR (OMG, 2006), etc. Throughout this paper, we
will use the term enterprise modelling landscape, or
simply modelling landscape, to refer to the variety of
models and corresponding modelling languages used
in a specific enterprise modelling effort?.

Since the models included in an enterprise mod-
elling landscape provide different views on the same
enterprise, it is quite natural to expect that the sets of
models form a coherent whole; i.e. linked where rele-
vant and consistent as a whole. A plethora of models

2The scope of a particular enterprise modelling effort

can be only one project, cross-project considerations, entire
enterprise etc.
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and modelling languages may easily result in a frag-
mented perspectives on the enterprise, which is likely
to have a negative impact on the traceability across
different models, the ability to do crosscutting anal-
ysis, to manage inconsistency’ and to ensure overall
coherence of e.g. the design of the enterprise. The
fact that different models are usually expressed in dif-
ferent modelling languages makes it even harder to
maintain the coherence.

The traditional approach of dealing with fragmen-
tation in modelling landscapes is to create an inte-
grated/unified modelling language, such as UML and
ArchiMate. However, in actual use, one can observe
how the ‘standardising’ and ‘integrating’ effect of
such languages erodes. This typically manifests itself
in terms of local ‘dialects’, ‘light weight versions’, or
several extensions of an existing standard that are in-
tended to deal with ‘missing aspects’. This point is il-
lustrated by the advent of domain or purpose-specific
(modelling) languages that allow for the creation of
models that are tuned to the needs of specific domains
or purposes. At the same time, there exists a number
of approaches that aim to alleviate this fragmenting
effect by assuring the links between the different lan-
guages definitions, see e.g. ((Frank, 2002), (Vernadat,
2002), (Anaya et al., 2010)). Typically, these links
are defined based on the standardised definition of the
language, in particular its semantics (as in e.g. (Anaya
et al., 2010)).

As we will discuss throughout this paper, the
drivers of language standardisation are predominantly
of technical nature (Hoppenbrouwers, 2003). There
are clear benefits of language standardisation. For in-
stance, it is generally considered as a necessary con-
dition for CASE tool development. In addition, it is
a first step towards automating some model manip-
ulations, e.g. model transformations (including code
generation). Nonetheless, the potential benefits of
standardised languages tend to be quickly generalised
to the entire modelling endeavour. What goes practi-
cally unquestioned, in aiming for language standardi-
sation, is whether fixed languages can be used at all in
different modelling contexts and with different stake-
holder groups. For instance, in ((Kaidalova et al.,
2012), (Bubenko et al., 2010)) it is observed that the
choice of formalism should be related the given mod-
elling task and audience. For example, when the lan-
guage chosen is rather too formal for stakeholders, it
can hinder the modelling process.

We will argue, that standardising/fixing a mod-
elling language leads to a situation in which the
pragmatic richness that is needed across various

3 Allow inconsistencies between models, e.g. due to dif-
ferent views by differing stakeholders, in a controlled way.
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modelling situations in practice is neglected. This
brings about the risk of sweeping pragmatics un-
der the carpet. Indeed, various surveys ((Malavolta
et al.,, 2012), (Kaidalova et al., 2012)) and empir-
ical studies ((Anaby-Tavor et al., 2010), (Karlsen,
2011), (Briand et al., 1995), (Elahi et al., 2008)) re-
porting on practical experiences with enterprise mod-
elling, point at the need for flexibility in modelling.
At the same time they observe a lack in flexibil-
ity of tools and the underlying (fixed) languages
to aptly fit the needs of specific modelling situa-
tions. This often leads to different levels of disci-
pline in which the standard language is obeyed to,
e.g. resulting in dialect-like variations of the orig-
inal language ((Bubenko et al., 2010), (Malavolta
et al., 2012), (Briand et al., 1995), (Elahi et al.,
2008), (Karlsen, 2011)), or workarounds (e.g. us-
ing ad hoc notes and annotations) to compensate
for the missing elements in the language/tool (De-
len et al., 2005). This may even go as far as
the use of home-grown, organisation-specific semi-
structured models/languages instead of the standard
notation ((Anaby-Tavor et al., 2010), (Malavolta
et al., 2012), (Karlsen, 2011)).

In our view, this indicates a lack of fundamental
understanding of the role of language in modelling,
and more specifically, the place of fixed language in
attempts to integrate models. In this paper, based on
our ongoing research, we intend to shed more light on
this topic. We will therefore start in Section 2 with a
discussion on the potential benefits of standardising
modelling languages. In Sections 3 and 4 we then
explore the effects of their use in modelling and inte-
gration respectively, also identifying more explicitly
the risk of sweeping pragmatics under the carpet of
the modelling landscape. We then continue in Sec-
tion 5 with a fundamental discussion of models and
modelling. This understanding is used then to discuss
in Section 6 the role of modelling languages, and their
potential standardisation. In the conclusion, we syn-
thesise the insights and suggest the direction to ex-
plore more realistic strategies for creating and man-
aging modelling landscapes.

2 STANDARDISATION

In our field, we typically deal with linguistic mod-
els (Karagiannis and Hofferer, 2006), i.e. models ex-
pressed in a modelling language. A further distinc-
tion can be made between textual and graphical lan-
guages (Harel and Rumpe, 2004). Given their signifi-
cant usage in enterprise modelling efforts, our discus-
sion focusses on graphical languages. Traditionally, a
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modelling language is defined in terms of an abstract
syntax, a concrete syntax and semantics.

The abstract syntax defines the basic elements and
rules for creating models. The abstract syntax of
graphical modelling language is commonly given by
means of the meta-model. The meta-model actually
represents the conceptual foundation of the modelling
language, i.e. a specific classification of concepts to
be used in discourse about the ‘world’ (Falkenberg
etal., 1998). As such, the meta-model provides a par-
ticular ontological position filtering the view on the
‘world” that one chooses to take (Falkenberg et al.,
1998). It is also argued in (Falkenberg et al., 1998)
that all other aspects of the modelling language de-
pend on the concepts contained in the meta-model.

The concrete syntax or notation deals with the (vi-
sual) representation of the modelling language on the
medium, by defining the visual symbols and rules for
their combination (and their correspondence to the ab-
stract syntax of the language. The medium itself can
for example be restricted to a specific form, such as
graphical, textual, or video, but the notation in gen-
eral can also be restricted in terms of fonts, icons and
layout rules. See e.g. (Moody, 2009).

The semantics deals with the meaning of a mod-
elling language. The conventional way of defining
semantics is in terms of a semantic domain and a se-
mantic mapping (Harel and Rumpe, 2004). Accord-
ing to (Harel and Rumpe, 2004), the semantic do-
main captures the “decisions about the kinds of things
language should express” (Harel and Rumpe, 2004,
p. 68). The semantic mapping, in turn, establishes
the correspondence from syntactic elements to the se-
mantic domain. However, this approach to defining
semantics is required for the mechanical manipula-
tion of models, e.g. by computer tools, since they can
only manipulate semantics in terms of syntactic rep-
resentations (Harel and Rumpe, 2004). We propose
to label this aspect of semantics as syntactic seman-
tics. In the realm of human use of language, meaning
is approached differently by taking into account the
entire context in which the linguistic communication
is embedded and the function of linguistic utterances
in that context*. We propose to label this aspect of
semantics as pragmatic semantics. When stakehold-
ers use modelling language in modelling, they address
the semantics from this perspective. We will discuss
this topic further in Section 6.

As illustrated in Figure 1, the fixed i.e. standard-
ised definition of the modelling language a priori
identifies and restricts the intended sets of models the

4This way of addressing meaning is inherent to the func-
tional perspective or action tradition on language. We will
elaborate this in the Section 6
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Figure 1: Intended and actual use of the modelling lan-
guage.
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language allows to express. This also limits the sets
of intended modelling situations in which, by using
a particular fixed language, a satisfactory model of
the domain can be produced. Therefore, when freez-
ing languages (Hoppenbrouwers, 2003), the design-
ers of the language, implicitly or explicitly, restrict
the intended use of a language. The more models a
language can ‘produce’, the more expressive the lan-
guage is. However, the actual suitability of the lan-
guage is dependent on the particular modelling situa-
tion in which language is used. It refers to whether
the modelling language allows to create the model
of the domain such that it satisfies the needs of ac-
tual modelling situation (e.g. the level of detail in do-
main, coverage of specific aspects, specific form etc.).
This is the area of modelling pragmatics. According
to (Thalheim, 2012), it studies the use of languages
in a particular modelling situation depending on the
purposes and goals of models within a community of
practice.

In most cases, graphical modelling languages are
defined semi-formally, i.e. with explicit (and more or
less formal) definitions of the (abstract and concrete)
syntax. The conceptual foundation of the language
may be defined at different levels of genericity (i.e.
involving more or less generic concepts). This influ-
ences the intended model sets supported by the lan-
guage. Also, different syntactic restrictions may be
included in the language definition, further restricting
intended model sets. The semantics is, however, usu-
ally given in an informal manner in the language spec-
ification, i.e. using natural language. The latter does
not lend itself that easily to machine interpretation.
Formally defined semantics is required for making the
language specification (fully) machine readable. The
standard and precise definition of modelling language
syntax and semantics is indeed pre-requisite for au-
tomation. This makes possible e.g. model transforma-
tions, interoperability, computer-aided analysis tech-
niques, simulation, and (developing tools for) various
other manipulations of models. These are some clear
benefits of fixed languages, and one possible strategy
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to ensure a return on modelling effort.

The predominant factor for a priori fixing the
modelling language is therefore the technology (Hop-
penbrouwers, 2003), i.e. the fact that mechanical ma-
nipulation of models requires fixed representations. It
is also assumed that by having standard (and precise)
definition of the modelling language, all the meta-
discussions on concepts can be avoided. This would
contribute to the certainty and efficiency of commu-
nication (Hoppenbrouwers, 2003), and shared under-
standing of models would be easier to reach.

However, as the next two Sections will discuss,
standardisation comes at a cost, in particular for prag-
matics, which ends up being swept under the carpet.

3 USE OF FIXED LANGUAGES

A key problem in the use of fixed languages in mod-
elling is rooted in the lack of suitability of a language
for an actual modelling situation. It is indeed often
the case that the choice of the modelling language is
imposed from the “outside” onto the modelling situa-
tion. Typically, the existing modelling infrastructures
within the enterprise, the expertise of the modelling
team, etc. constrain the choice of the language.

As reported in several surveys on the practice of
modelling, see e.g. (Davies et al., 2006) (Anaby-
Tavor et al., 2010) (Malavolta et al., 2012), general-
purpose modelling languages are the most widely
used modelling languages. Nonetheless, these sur-
veys also indicate that ‘variants’ of these languages
are in place. For instance, several experience reports
of the use of i* in specific situations (Briand et al.,
1995) (Elahi et al., 2008) explain in detail why and
how the language was extended to be able to make
models that satisfy the needs of the given modelling
situation. In the case of ArchiMate, this has e.g.
resulted in the suggestion to distinguish between a
‘sketching’ and a ‘designing’ (Lankhorst et al., 2005)
variation of the notation (using more sketchy lines and
more informal looking fonts). This variation can even
be combined in one model to differentiate between
the status of different parts of the model. On the same
line, (Malavolta et al., 2012) indicate the need for in-
formal ‘variants’ of (software and enterprise) archi-
tecture models for their communication to different
stakeholders.

In our view, these ‘variants’ are essentially
purpose-specific variations of the same original
generic modelling language, differing only in their
syntactic and semantic restrictions, i.e. purpose-
specific modelling languages (Bjekovi€ et al., 2012).
They emerge from the need to make the language suit-
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able for the communicative task in the actual mod-
elling situation at hand. When the modelling lan-
guage used is not suitable enough, variations will
emerge to compensate for this lack of suitability.
Pragmatics re-emerging from under the carpet.

An extreme case of adapting the language to the
actual modelling situation is the use of ‘home-grown’
notations (Anaby-Tavor et al., 2010) and/or emergent
modelling languages, i.e. the languages that are be-
ing constructed along the modelling process. For
instance, in (Anaby-Tavor et al., 2010) business ar-
chitects express a clear preference for home-grown,
semi-structured models, since they offer flexibility in
terms of re-factoring, delayed commitment to syn-
tax, and closer fit to the inherent way of thinking in
these phases. These semi-structured models emerged
through the repeated use in similar modelling situa-
tions, whereby the sets of concepts and their mean-
ings, and (right level of) restrictions gradually yielded
a new language.

Collaborative modelling situations also demon-
strate the challenge of adequate modelling support.
For instance, in situations whose primary goal is col-
lective knowledge creation, e.g. developing vision and
strategy, scoping the problem, and high-level busi-
ness design, the need for simple and intuitive mod-
elling notations, as well as unconstrained medium
(e.g. plastic walls, whiteboards) prevails (Bubenko
et al., 2010). As most stakeholders do not have mod-
elling expertise, the language and tools have to ac-
commodate this, and thus are required to be simple,
intuitive, and corresponding to the natural interaction
that occurs in such situations (Barjis, 2009).

Depending on the nature of a modelling situation,
the modelling language is, to a greater or lesser de-
gree, able to support the formulation of the desired
models. We have discussed a number of different
strategies used in practice to compensate for the lack
of language suitability. These strategies in one way
or the other act on the language specification, aiming
to ‘extend’ the actual sets of models which a given
language can express. In doing so, there is inevitably
the risk of violating the intended pragmatics of the
fixed language. However, such a practice may well
be an indication that the pragmatic richness of mod-
elling situations to be supported by the language has
not been adequately taken into account when the lan-
guage was designed. In our view, answering this
dilemma requires a more fundamental understanding
of the role of language in modelling.
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4 MODEL INTEGRATION

Since enterprises are modelled using different mod-
els/views, it is desirable to maintain their coherence.
The use of a wide range of models and modelling
languages can easily lead to a fragmentation of the
modelling landscape; i.e. a break up of coherence. To
avoid or deal with such a situation, different strate-
gies are employed, e.g. ((Frank, 2002), (Iacob et al.,
2012), (Anaya et al., 2010)). We classify them into
language unification and language federation strat-
egy. They both address the integration challenge at
the level of fixed language definition. In this section,
we discuss some of the challenges that such an ap-
proach raises.

The strategy of unification of enterprise modelling
language(s) has the ambition to define a standard set
of constructs in which all the models (i.e. perspec-
tives) can be expressed. The unified language is in-
tended to be used instead of the different languages
that partially cover the domain of interest. We can ob-
serve this logic in the definition of UML, ArchiMate,
as well as language of EKD method (Stirna and Pers-
son, 2012). This approach boils down to preventing
the fragmentation from occurring in the first place.

The unified language offers a fixed, but integrated,
view on some domain of interest. Besides a priori fix-
ing the set of constructs, the standardising effect of
the unifying language lies also in the fact that it a
priori fixes the perspectives for modelling some do-
main. The integration between the different perspec-
tives, i.e. models, is easier to ensure, given that con-
sistency and coherence rules can be embedded in the
language definition. The CASE tool can then auto-
matically check these properties.

Regretfully, however, it is nearly impossible to a
priori identify which perspectives should be part of an
integrated language. The challenge lies in the fact that
the relevance of different perspectives (and its related
modelling concepts) is highly context-dependent. For
instance, different perspectives may be relevant for
different (types of) enterprises, or even in different
transformation projects of the same enterprise. More-
over, over time, new perspectives may become rele-
vant for a particular enterprise.

To cater for context-dependency, standard mod-
elling languages like UML and ArchiMate offer
means for their extension. For instance, UML has the
well-known stereotyping mechanism (whose prob-
lems are also well-known). In the case of Archi-
Mate, the very design of the language (Lankhorst
et al., 2010) provides different possibilities for ex-
tension. However, these mechanisms are of limited
scope, they mostly allow for refinement of concepts,

not for adding the entire domains which were not en-
visaged by the original language definition.

At the same time, one can observe how there is
a drive for the ArchiMate language as a standard to
be extended with additional domains. The move from
the ArchiMate 1.0 standard to the ArchiMate 2.0 stan-
dard included two additional domains, namely mo-
tivation and migration. Further integration between
TOGAF and ArchiMate is likely to lead to even more
extensions. Moreover, the extensions with e.g. busi-
ness policies and rules, are also considered (Iacob
et al., 2012). Where will it stop?

The fact that such unified languages are typically
very generic is already an indicator that the perspec-
tives and concepts that are specific to different con-
texts cannot be covered. Therefore, in the actual use
of a unified modelling language in the specific con-
text, the need to extend the language with ‘missing
domains’ is likely to emerge. On the other hand,
defining the comprehensive and overly detailed lan-
guage covering all the potentially relevant perspec-
tives and related concepts would most likely result in
the overly complex language that would be costly to
use.

According to (Egyedi, 2007), this tension is in-
herent to any standard definition process, including
modelling standards. The authors argue that defining
the context-independent standards (e.g. enterprise- or
application-independent, etc.) typically leads to very
comprehensive and/or generic standards, therefore
also difficult or too expensive to use. Even more,
this tension is recognised as a fundamental dilemma
in developing standards, which is very difficult to re-
solve (Egyedi, 2007).

Moreover there is another issue with a unified lan-
guage approach. A common belief is that by means of
a priori imposing standardised vocabulary, frequent
meta-discussions could be avoided, and the knowl-
edge transfer could be facilitated. However, as well as
with perspectives, the languages used in enterprises
are also context-dependent, depending on e.g. pro-
fessional background and education of stakeholders.
These factors exert an influence on the default way
different people conceptualise (Linden et al., 2012).
In that sense, imposing another language, which is
‘outside’ their area of practice, straight from the be-
ginning is likely to cause, and not resolve, conceptual
misunderstandings.

A language such as ArchiMate is designed to deal
with this issue by enabling users to define their own
viewpoints, i.e. to have their model (the view) derived
from the integrated model. However, this viewpoint
is still to be defined from the unique fixed ‘footprint’,
i.e. unified metamodel.
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Conversely to the key drive of language unifica-
tion, the rationale of the strategy of federating lan-
guages is not to prevent, but rather to allow and man-
age the variety of modelling languages within the
modelling landscapes. To avoid fragmentation, it
aims to ensure the links between the modelling lan-
guages. A number of different approaches exists to
establish these links. We can classify them on several
dimensions, for the goal of this discussion.

One classification dimension regards the way
in which bridges are constructed between the lan-
guages. One approach is to directly connect the lan-
guages on a point-to-point basis, e.g. (Bézivin et al.,
2006) (Zivkovic et al., 2007) (Fabro and Valduriez,
2009). The links can also be established with the help
of a ‘mediator’, as in Unified Enterprise Modelling
Language (UEML) (Anaya et al., 2010). The medi-
ator’s role is to serve as the basis to which all the
modelling languages are mapped, and to ensure the
consistency between the models. In UEML, the uni-
fied ‘ontology’ (Opdahl et al., 2012) plays this role.
However, it requires the languages to be (re)defined
in accordance with the specific grammar, as well as in
full formal precision, given that the approach targets
the semantic interoperability of tools and associated
languages.

We may also distinguish the approaches based on
the moment (in the language’s lifetime) when the
links are established, i.e. based on the femporality.
In the case of point-to-point bridges, the links are es-
tablished between already existing languages. How-
ever, the links may also be defined at the moment
of language design. In that case, the new language
is defined extending or specialising an already ex-
isting (more generic) language, the approach akin to
the older work on the so-called meta-model hierar-
chies (Falkenberg and Oei, 1994) (Falkenberg et al.,
1998). For instance, (Vallecillo, 2010) discuses in
detail different techniques for combining (domain-
specific) modelling languages based on this hierarchy
logic.

Another dimension of classification may be
whether the links are established based on syntac-
tic correspondences only, or whether they also in-
volve semantic correspondences. MDE approaches to
model transformations and model weaving (Fabro and
Valduriez, 2009) generally only consider the syntacti-
cal level. In turn, semantic integration is explored in
order to enhance the quality and reduce the complex-
ity of a priori establishing language bridges (Kara-
giannis and Hofferer, 2006). It is however question-
able what kind of semantics of language constructs
can be captured a priori. This is especially pro-
nounced for generic languages such as i* (Yu and
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Mylopoulos, 1996) or UML, but also relevant for
domain-specific languages, as discussed in (Frank,
2011). Without taking the context of language use,
the abstract concepts (underlying generic languages)
may allow for various interpretations. The precise,
i.e. contextualised interpretation is, however, neces-
sary for the bridges to be meaningful. For instance,
a modelling language such as i* (Yu and Mylopou-
los, 1996) can be used for modelling strategic goals
of actors in relation to the system, but also to express
information systems requirements. In each of these
contexts, the inherent semantics of e.g. the modelling
construct actor will vary: when modelling strategic
goals of enterprise, actor can only be a human actor,
while in the context of modelling software require-
ments, a machine may be an actor as well. Without
taking this into account, the a priori mappings be-
tween i* and ArchiMate (based on language defini-
tion and not use) might be meaningless in some of the
contexts of i* use.

This context-dependent semantic variation can
only be determined by taking into account the con-
text of language use, not a priori. Indeed, in dis-
cussing the meaning of models, (Thalheim, 2012)
distinguishes its two complementary aspects: refer-
ential and functional meaning. While the referential
meaning is well investigated, the functional meaning
relates model elements with the context in which they
are used. The key to understanding the functional
meaning is in modelling pragmatics.

In addition, as we have seen in the reports of the
use of modelling languages, there is an indication
that, in various usage contexts, the syntactical vari-
ation with respect to the original language specifica-
tion also takes place. Therefore, the value of building
the language bridges a priori and based on a priori
fixed languages, i.e. out of the context of its actual
use, might be questioned.

S WHAT IS MODELLING?

The remainder of the paper discusses our fundamen-
tal understanding of the driving forces and challenges
related to modelling and linguistic variety within en-
terprise modelling landscapes. In our ongoing re-
search, we develop a theory to explain why and how
enterprise modelling landscapes emerge and evolve,
where we focus on the use of modelling languages.
Based on such a theory, our ambition is to revisit
the integration strategies and propose their realis-
tic variants that better caters for the pragmatics of
models/languages. Our view on models and mod-
elling is rooted in semiotics, linguistics and cogni-
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tive science. This view is inspired by different re-
lated research tackling the fundamental modelling
aspects such as ((Stachowiak, 1973), (Rothenberg,
1989), (Falkenberg et al., 1998), (Hoppenbrouwers
et al., 2005), (Proper et al., 2005), (Thalheim, 2012)).
We look at the models as being essentially a means of
communication about some domain of interest, and
the process of modelling as a communication-driven
process led by a pragmatic focus (Hoppenbrouwers
and Wilmont, 2010).

Though different views on models and modelling
exist, as well as many different definitions, we will
elaborate the reasons for which we propose the fol-
lowing (general) definition of model (based on ((Sta-
chowiak, 1973), (Rothenberg, 1989), (Falkenberg
et al., 1998), (Thalheim, 2011))):

A model is an artefact acknowledged by an
observer as representing some domain for a
particular purpose.

By stating that a model is an artefact, we exclude
from the definition the conceptions (Falkenberg et al.,
1998) or so-called “mental models” (mental spaces
in (Fauconnier, 2010)). Nonetheless, we do consider
conceptions as important within the modelling pro-
cess. Later in this section, we elaborate on their role
and importance, especially in the case of collaborative
modelling.

With observer we refer to the group of people cre-
ating (i.e. model creators) and using the model (i.e.
model audience). On one extreme, it can refer to the
entire society, on the other extreme, to the individ-
val. Though it may not be the general rule, in en-
terprise modelling context, it is very often the case
that model creators are at the same time its audience.
The observer is the key element in modelling, as it
is only through the appreciation of the observer that
some artefact is acknowledged as being the model.

Similarly to (Falkenberg et al., 1998), we define
domain as any part “part” or “aspect” of the “world”
considered relevant by the observer in the given mod-
elling context. The “world” here may refer not only
to the “real” world, but also to hypothetical or imag-
ined worlds. Even more, the domain of a model can
be another model as well.

A model always has a purpose. This purposeful-
ness dimension is explicitly present in most of the
model definitions, e.g. ((Stachowiak, 1973), (Rothen-
berg, 1989), (Thalheim, 2011)). Although acknowl-
edged as an essential dimension of models, the con-
cept of purpose is rarely defined and its role in the
entire modelling process is scantly discussed.

We see the purpose of the model as a combination
of the following dimensions: (1) the domain which
the model should pertain to and (2) the intended us-

age of the model (e.g. analysis, sketching, contract-
ing, execution, etc.) by its intended audience. In line
with (Rothenberg, 1989), (Thalheim, 2011), we argue
that, although usually implicitly present in modelling,
the purpose should be explicit within the modelling
process; i.e. the model creator should be aware of the
intended usage and audience of the model. This is
quite important, since the fitness-for-purpose directly
determines/influences the degree to which the mod-
els satisfies the conception of the domain within the
actual modelling situation. This subsequently influ-
ences the value of the model for its intended usage.

As illustrated in Figure 2, when modelling, the ob-
server O decides® what the relevant aspects of the
“world” under consideration are in the given mod-
elling situation. This results in the conception of the
domain, ¢4. This process of abstracting away from
certain aspects of the “world” which are not rele-
vant should be driven by the purpose p of the model
m ((Rothenberg, 1989), (Thalheim, 2011)) (depicted
as influence 1 of the purpose p on the relation concep-
tion of, see Figure 2).

(" J conception of

[l
Audience

Figure 2: The process of modelling.

The observer subsequently tries to shape an arte-
fact (i.e. the model-to-be) in such a way that it ad-
equately represents, for the purpose p, his/her con-
ception of the domain ¢;. The purpose p is a con-
ception as well, i.e. the conception of the purpose of
the model-to-be ¢,. Even more, the observer O also
has the conception of the model-to-be, ¢,,. The mod-
elling process actually consists in the observer’s grad-
ual alignment of these three conceptions (illustrated in
Figure 3). This process usually takes place in paral-
lel with the very shaping of the model artefact. When
their mutual alignment is achieved, the artefact is ac-
knowledged as the representation of the (conception
of the) domain d for the purpose p. In other words,
the observer O acknowledges that the artefact m is a
model of the domain d for the purpose p.

5Obviously, the observer’s judgement may be influenced
by many different factors, e.g. observer’s intentions, expe-
rience, previous knowledge, etc. We exclude from our con-
sideration the potential political intentions of the observer.
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Figure 4: Co-aligning conceptions in modelling.

The previous explanation holds for a single ob-
server modelling process. But what does happen in
a collaborative modelling process? In such a situa-
tion, a group of n human actors is involved in the
process of modelling, and is supposed to jointly ob-
serve some domain and come up with its model, for
some purpose. The great challenge in the collabo-
rative modelling consists in the fact that each partic-
ipant has its own conception of the domain, of the
model taking shape and of the purpose of that model.
This is illustrated in Figure 4. In addition, these in-
dividual conceptions are influenced by the individ-
ual pre-conceptions (Proper et al., 2005), brought by
the particular social, cultural, educational and profes-
sional background. So, in order to reach shared un-
derstanding and appreciation of the artefact m as a
common model of the domain d for the purpose p,
the co-alignment of the nx3 conceptions has to take
place. Indeed, this co-alignment of conceptions is
generally considered as a critical step in the collabora-
tive modelling, where all the discussions, negotiations
and agreement about the model has to take place.

‘We have seen how, in the modelling process, mod-
els gradually come into being by (co-)aligning the dif-
ferent conceptions in the observer’s mind(s), and by
their subsequent externalisation. To externalise the
(aligned) conception of the domain ¢, into m, the ob-
server O uses some system of symbols/signs. Essen-
tially, the observer establishes the mapping between
the conception into some system of signs, whereby
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signs used come to represent the observer’s concep-
tion of the domain ¢,;. The models externalised us-
ing some system of symbols are usually referred to as
symbolic models.

We will now look more closely at the role of the
modelling language, as well as the factors contribut-
ing to the modelling and linguistic variety in the mod-
elling landscapes.

6 MODELLING LANGUAGES

6.1 Role of Modelling Languages

A language in use may be regarded as a medium sys-
tem (Hoppenbrouwers, 2003), involving both a lan-
guage and a medium. The medium refers to the physi-
cal means to achieve communication (Hoppenbrouw-
ers, 2003), e.g. audio, video, writing, etc. We enter-
tain this view as it allows us to discuss, from a funda-
mental perspective, different and often conflicting re-
quirements put on modelling languages. We thus pro-
pose to consider that a modelling language has two
primary roles, the role as a language to be used by
humans, and the role as a medium, i.e. carrier of sets
of models aimed at mechanical manipulation. Fun-
damentally, we regard language as an instrument of
human activity, primary in support of reflection and
communication. This is in line with a functional per-
spective (Cruse, 2011) and the action tradition on lan-
guage (Clark, 1993). We are thus primarily interested
in how fixed modelling languages play that role.

In its role as a language, it should serve as a sup-
port of activities taking place in the modelling pro-
cess. The central issue therefore is to which extent an
a priori fixed language can act as an effective means
of human communication and knowledge creation in
the actual modelling situation. Let us look closely at
its adequacy for creating conceptions. As shown in
Figure 5, if model m is expressed in a modelling lan-
guage L,,, what is the language L, in which the con-
ception ¢, is constructed in the observer’s mind: is it
the modelling language L,,, or some other language,
e.g. the observer’s native language?

Obviously, the definitive answer to this question is
not easy to provide. Nevertheless, we believe that it is
important to create awareness of the potential gap be-
tween L,,, and L, and its consequences. As previously
discussed, a fixed modelling language comes with an
a priori embedded filter on the ‘world’. In the mod-
elling process, it thus tends to constrain, or at least
influence, the conception of a domain. Depending on
the actual modelling situation, this pre-conceived fil-
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Figure 5: The role of language in the modelling process.

ter may prove to be inadequate for the particular ob-
server and for the particular modelling problem.

For instance, research from cognitive linguistics
shows that the entire social, cultural, educational and
professional background of an observer plays a role
in shaping their ‘linguistic personality’ (Novodra-
nova, 2009). This includes their ‘world view’; i.e.
their natural way of conceptualising phenomena in
the ‘world’ (Schmid, 2010). Likewise, (Linden et al.,
2012) shows that different people have different de-
fault interpretations of the abstract concepts underly-
ing enterprise modelling languages. It is reasonable
to assume that, in a particular modelling situation,
(at least) non-modelling-experts form conceptions in
a language significantly different from L,,. This is
likely to increase the L.—L,, gap and negatively im-
pact the general suitability of L,,.

Another factor potentially effecting the L.—L,,
gap involves the nature of the modelling task in
the particular modelling situation. While the re-
lation between the nature of the modelling prob-
lem and the suitability of the modelling language
needs further study, the empirical data indicates rather
negative influence of overly restrictive (in terms of
syntactic-semantic restrictions embedded in) fixed
language on the creativity in modelling. For in-
stance, (Anaby-Tavor et al., 2010) observe the inad-
equacy of fixed modelling languages to support the
exploration phases where things are unclear and am-
biguous, and models are used to organise informa-
tion, gain insight, envision alternative possible futures
etc. (Anaby-Tavor et al., 2010). Similarly, (Bubenko
etal., 2010) observe that in highly creative and collab-
orative situations such as vision and strategy devel-
opment, rather informal and intuitive notations (and
mediums) seem to be of better support.

In its role as a medium, a modelling language
should accommodate the formulation of models,
while allowing their mechanical manipulation. The
potential added value of the modelling language,
from this perspective, lies primarily in its re-usability
across different modelling problems, and the extent to

which the language specification is machine readable.

As discussed in Section 2, the reusability of a lan-
guage relates to its expressiveness. Obviously, this
makes sense for the development of tools and auto-
mated model management. However, while general-
purpose modelling languages are usually more ex-
pressive, they are less suitable than domain or
purpose-specific languages for specific problem do-
mains and modelling situations. These languages in-
corporate in their definition concepts that are tuned to
the modelling of particular domains. The overall aim
is to foster modelling productivity, facilitate the un-
derstanding of the models by the domain stakeholders
and increase the overall quality of resulting models, in
particular semantic and pragmatic quality (Krogstie
et al., 2006). While domain and purpose-specific lan-
guages seem to correspond to the natural, i.e. hu-
man, need for suitability of the modelling language,
they are not easy to reuse across different situations.
General-purpose modelling languages, on the other
hand, are easier to reuse for modelling different do-
mains. Nevertheless, the interpretation challenge of
the models expressed in them is more pronounced.

It certainly does not make sense to have situation-
specific modelling language emerge from scratch in
each new modelling situation. However, it does make
sense to embed in the (generic) meta-model the ele-
ments that are repeatedly discussed in similar mod-
elling contexts. Therefore, there is a need to carefully
balance potential sets of models one would like to ex-
press in a language, and potential sets of modelling
situations one would like to support.

The second added value of a language as a
medium is machine readability. This is driven by
the need for automated manipulation of models. This
is achieved by formal, i.e. precise and unambiguous,
definition of both the syntax and semantics of the lan-
guage, usually in a mathematical language. This es-
sentially boils down to expressing the semantics of
the model/language in terms of another syntactic rep-
resentation, i.e. expressing the syntactic semantics.
Though necessary for the machine’s correct interpre-
tation of the model, this kind of a priori fixed se-
mantics does not tell anything about what the model
means to the observer. In particular, it allows by no
means to a priori precisely capture the meaning of a
model as it occurs in the actual modelling situation,
i.e. the model’s pragmatic semantics.

6.2 Language Variety

We are now able to suggest two primary drivers for
the variety within enterprise modelling landscapes. In
our view, these drivers relate to:
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Abstraction variety — Abstraction is at the heart of
modelling. As we have seen, it boils down to pur-
posefully neglecting irrelevant details of the observed
“world”. The need for differing levels of abstrac-
tion in dealing with an enterprise is related to its
complexity/multifaceted-ness. The abstraction vari-
ety thus leads to the increase in number of needed
perspectives, i.e. models, in modelling.
Manifestation variety — The manifestation here
refers to the way the model is represented on the
medium. Fundamentally, the need for this kind of va-
riety is rooted in the complexity and heterogeneity of
social structures underlying modelling. The more het-
erogeneity in stakeholder groups, the more likely is
the need for different manifestations of arguably the
“same” model. This invites an increase in linguistic
variety on top of the abstraction variety.

These types of variety are illustrated in Figure 6.
Throughout the paper, we have seen that these factors
are to a large extent situational, i.e. they depend on
the particular enterprise and enterprise modelling ef-
fort, involved stakeholders (observer), the purpose for
which models are created in this effort, etc. This leads
us to the conclusion that modelling landscapes should
be situated. Indeed, the ‘standard eroding’ effects dis-
cussed in Sections 3 and 4, might be seen as the man-
ifestation of the need to make these landscapes better
situated, driven by the pragmatic needs of the wider
organisational context that the landscapes cover.

o Abstraction
variety

Manifestation
variety

Figure 6: Sources of variety in the modelling landscapes.

Evidently, both of these drivers stem from the lan-
guage role of the modelling language. They also fun-
damentally conflict with the drivers for the a priori
standardisation of the language, which stem from its
medium role. We believe that this natural polarity
deserves careful management, rather than denial. It
should by no means be swept under the carpet.
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7 CONCLUSION & OUTLOOK

Based on the discussions so far, we posit that, at the
heart of the challenge of creating integrated modelling
landscapes, lies the question: What can be a priori
fixed in a modelling language? To create more bal-
anced strategies that cater for the pragmatic needs of
modelling landscapes, it is necessary to carefully ex-
amine which aspects may be feasible to a priori fix in
the modelling language. In this final section, and rely-
ing on the presented fundamental view on modelling
and language, we draw some initial conclusions as a
tentative (though partial) answer to this question.

First of all, the semantics. Given that (the concep-
tion of) the domain actually does not ‘exist’® a priori
but emerges in the very process of its modelling, the
semantics, in the pragmatic semantics sense, also can-
not be captured a priori. One would expect to be able
to at least fix the grammar (abstract syntax) and sym-
bols used for its representation on the medium (con-
crete syntax). To the extent to which the grammar is
tuned to the needs of the intended set of modelling
situations, it can be a priori fixed. One can also start
by only a priori fixing the core grammar, and allow-
ing its further refinement a posteriori during the use
of the language. For instance, it can be possible to
start the modelling process with lightly constrained
vocabulary adapted to the domain/purpose (e.g. based
on some historical heuristics), and then gradually in-
clude more formalisation, to the extent necessary for
the intended usage and audience of the model. Need-
less to say, this would necessitate modelling infras-
tructures to be more flexible. A growing interest in
this subject can indeed be observed, e.g. ((Cho et al.,
2011), (Ossher et al., 2009)).

The point we aim to make is that, although hav-
ing an a priori fixed representation to a large extent
facilitates the development of tools and automation of
model manipulations, fixing the language that is to be
used in human communication may seriously damage
its capacity to adequately express thoughts, i.e. con-
ceptions of domains in the given modelling situation.
Even if carefully defined, the standardised enterprise
modelling language will inevitably demonstrate the
need to evolve, to adapt to the dynamically changing

The term exist is used here in the sense of Heidegger’s
notion of breaking down, discussed in (Winograd and Flo-
res, 1986). Indeed, “Heidegger insists that it is meaningless
to talk about the existence of objects and their properties
in the absence of concernful activity, with its potential for
breaking down. What really is is not defined by an objec-
tive omniscient observer, nor is it defined by an individual
— the writer or computer designer — but rather by a space
of potential for human concern and action” (Winograd and
Flores, 1986, p.37).
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‘reality’ of enterprises and their environments, and
thus to the human sense-making of that ‘reality’.

As our next step, we aim to further explore the
theoretical and practical considerations presented in
this paper. We aim to start by analysing the available
instruments for modelling language design, adapta-
tion and combination, and the potential of their im-
proving or combining in order to support purpose-
specific language adaptations. In addition, we aim
to extend these instruments to allow for explicit
modelling of the modelling pragmatics. For in-
stance, megamodel (Favre and Nguyen, 2004), view-
point (ISO, 2011), metamodel hierarchies (Falken-
berg et al., 1998), metamodel inference (Ossher et al.,
2009) etc. are some of the instruments of our particu-
lar interest.
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Besides, knowledge and information enterprises can share Business Processes (BPs) within Collaborative
Networks (CNs). Each enterprise has a set of BPs that it can perform, and through developing integrated
BPs in the CN they deploy their capacities and capabilities. Selecting and adopting the appropriate BP
modelling languages (BPML) for the purpose of formalizing BPs are challenging, because of the variety of
existing methods, tools, and standards with different strengths and weaknesses. In surveys published so far
on BP modeling mostly, a set of general features of the main BP languages and standards are compared.
However, they have not paid attention to the level of different categories of BPMLs. Furthermore, there are
no surveys analysing and evaluating the prerequisites to fulfil CN’s requirements. This paper first proposes
a set of categories for the main BP languages and standards. Then a novel BP evaluation approach, in CN
context is introduced. Finally, different categories are discussed and analysed by addressing their suitability

to support CNs.

1 INTRODUCTION

Adopting Business Process Modeling Languages
(BPMLs), including the introduced standards, tools,
and techniques, have greatly influenced enterprises
toward capturing opportunities, reducing costs, and
increasing productivity.

The BP technologies themselves however have
also been affected by high demand of market, as
well as the step-wise maturity of Business Process
Management (BPM) theories. This has caused rapid
changes in the last decade developed BPML tools
and standards, while creating challenges for the BP
modeling selection and adoption in networked
enterprise. (Camarinha-Matos and Afsarmanesh,
2008).

Most of these aproaches are founded on Service
Oriented Architecture (SOA), apply the formalized
BPs, performed at every enterprise, to facilitate
service interoperation and enterprise collaboration
(Papazoglou and Heuvel, 2006). formalized BP are
therefore important for effective cooperation among
different enterprises within the Collaborative
Networks  (CNs), and  without formalized
representation of their BPs, enterprises cannot
effectively share their competencies and capabilities.

The BPMLs differ from each other in their
modeling approaches for design, analyzing, and
enacting of BPs. Focusing on the purpose of
supporting enterprises, with their collaboration
within the CNs, the selection and adoption of a
suitable BPML is critical, while challenging.
Published surveys on BPMLs e.g. Roser and Bauer
(2005), LU and Sadiq (2007), also Ko, S.Lee and
E.Lee (2009) have already tackled the comparison
between a certain features of the main BPMLs tools
and standards.

Most contemporary surveys focus on comparing
a set of two or more BPML standards and tools. So,
there is a lack of emphsis on comparing different
categories of BPMLs, to which these standards or
tools may belong. For instance the distinct features
aimed by their design, such as to evaluate and
emphasize their graphical, ontological, executional,
etc. aspects of the BP modeling, is not assessed for
this purpose.

Moreover, demonestrating a set of categories for
BPMLs classification, in order to perform analysis
and evaluation of BPMLs for their adoption in
support of CNs, a novel analysis method is
introduced to manifest CN’s characteristics and to
assess different BPML categories against them.

23



Third International Symposium on Business Modeling and Software Design

Hence, we first review the main concepts of CNs
and BPs, identifying the role of formalized BPs in
CN (in Section 2). Then, based on a systematic
reviewing approach, and considering the existing
categorizations of the main BPMLs, we introduce
our BPML categorization (in Section 3). In Section
4, founded on collaboration purposes, we specify a
number of most relevant criteria for comparing the
introduced BPML categories, and analyzing them
for the aim of supporting enterprise collaborations.
Finally, our analysis and evaluation approach is
discussed (in Section 5), and our conclusions are
presented (in Section 6).

2 ROLE OF BPs IN CNs

Within the collaborative-networked environment the
enterprises have the opportunities to share their
resources  through  collaboration, including
knowledge, information. This can be best achieved,
by means of formalized BPs (Camarinha-Matos and
Afsarmanesh, 2008). Collaborative BP integration is
aimed by enterprises to accomplish value-added
business services, beyond the capabilities of their
individual organizations.

Besides integration, in most approaches for
instance presented by Papazoglou and Heuvel
(2006), BPs constitute the building blocks for
establishment of SOA, through BPs implementation
as web services. In this section, after reviewing
related definitions for CNs and BPs, we present an
analysis of the BPMLs from the CN requirements
point of view.

2.1 Principal Definitions

A general definition of Collaborative Network is
presented by Camarinha-Matos and Afsarmanesh
(2008) as: “an alliance constituting a variety of
entities that are autonomous, geographically
distributed, and heterogeneous in terms of their
operating environment, decision making, culture and
social capital, that cooperate/collaborate to better

achieve common/compatible goals, and their
interactions are supported by the computer
networks.”

The two main forms of CNs are the: Virtual
Organization (VO) and VO Breeding Environment
(VBE). In a VO, partners choose co-working and
sharing their BPs and other resources to accomplish
their common goals. The motivations for this
coalition are commonly formed around specific
market targets or innovation purposes. VBEs, which
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establish long-term alliances of organizations,
capture and save BPs of partners in their directories.
The VO broker, who seizes the opportunity and
chooses the participants for the VO in the VBE
context, considers selecting and integrating BPs of
different organizations to shape new VOs
responding to achievable opportunities.
(Afsarmanesh et al. 2011).

Related to our research, a set of standard
definitions for the BP notions exist that is provided
by Workflow Management Coalition (WFMC,
1999) and is addressed below.

A typical definition of BP is: a series of one or
more linked procedures or activities, which
collectively realize a business objective or policy-
related goal. Workflow Management System
(WFMS) can automate and control the execution of
the BPs. The notion of BPM comprises concepts,
methods, and techniques to support organizational
aspect of processes, which are needed for the design,
administration, configuration, enactment, and
analysis of BPs (Weske, 2007). It also covers the
“diagnosis” aspect of the BPs further to the WFMS
lifecycle (Van der Aalst, 2003).

Havey (2009) outlines the focuses of BP
modeling on design and execution aspects of the
BPs. BP Modeling aims at representing an abstract
but meaningful demonstration of the real business
domains. This goal is achieved through provision of
appropriate syntax and semantics in BPMLs, to meet
the BP’s requirements. (Lu and Sadiq, 2007).

2.2 Chronological View of BPMLs in
Support of Collaboration

Here we address the evolution of BPMLs from
collaboration point of view. In the 80s, the necessity
of process-awareness was recognized, beyond the
level which was required for development of
Management  Information  Systems  (MIS).
Furthermore, besides understanding the flow of
operations in MIS, organizations and business
domain experts needed to also understand the
information aspects of the BPs in MIS (Delvin and
Murphy, 1988).

The WFEMSs, which initially were intended to
facilitate automatic transformation of electronic
documents, was then introduced as the new tools to
enable business analysts in designing and expressing
BPs, at the beginning of 90s. For the purpose of
depicting information exchange among systems, the
behavioural concepts (i.e. the sequence and merge)
were then used in BP modeling (Georgakopoulos,
1995).
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Afterward in the 90s, applying the Business
Process Re-engineering as well as embedding the
best business practices in the market, vendors were
able to integrate and aligned separate software
modules, under the so-called Enterprise Resource
Planning (ERP) systems. To support ERPs, the
BPMLs have focused on dynamic aspects of the
BPs. Nevertheless the interactions between the
designed modules were not so easy to achieve within
the ERPs (Van der Aalst, 2009).

Responding to the proliferation needs of the
integrating legacy systems into customized
applications and ERP modules, the Enterprise
Application Integration (EAI) (Lee and Siau, 2003)
have tried to remedy the problem of inefficient BPs’
integration. So, interaction-enabling entities (e.g.
messages) gained significance. This level of
collaboration provided an infrastructure for
cooperation of enterprises through resource sharing,
while preserving their heterogeneity.

The more maturity in deployment of XML, in the
late 90s, resulted in better integration of
applications, and changed the co-working intensity
of enterprises to an advanced level, called business
to business (B2B) (Havey, 2009).

Coordinating the BPs adopted by companies,
concluded in integrating autonomous and
independent applications, via loosely coupled
mechanism of SOA (Zdun et al., 2006). SOA
approach tries to establish orchestration and
choreography of web services, to achieve their
successful cooperation.

Nowadays, BP related topics e.g. the BP mining
(Van der Aalst and Dustar, 2012) and diagnosis
approaches that address BP monitoring and their
continuous improvement constitute promising
research lines.

3 CATEGORIZATION OF BPMLs

Aiming to cover various BP modeling tools and
standards, which are introduced in the main related
publications, we focus on a specific set of attributes
and specifications of the BPMLs for their
categorization. Our categories basically focus on
recognizing the BPML’s capabilities as well as the
suitability features in each category, in support of
criteria for collaboration. Therefore, we first study
related scientific DB and conferences, then classify
the existing categorization publications into two
classes of: “General Review”, and ‘Particular
Evaluation”.

In this section, first we review the results

presented in published surveys, from the point of
view of our two classes addressed above, and further
classify a set of minimal relevant BPML
categorization approaches. Finally, we introduce our
more detailed categorization.

3.1 BPML Categorization Review

As mentioned before, we divide the contemporary
reviews of BPMLs into two main classes of
“General Reviews” and “Particular Evaluation”.
“General Reviews” are mostly focused on general
uses, and on encompassing the main specifications
of the BPML categories. For instance the work of
Havey (2009) that focuses on presenting good BP
Modeling Architecture, where it first addresses
aspects of BP modeling applications (i.e. design,
run, monitor, etc.), and then introduces the four
categories of BPMLs, including: notation languages
(e.g. BPMN), execution languages (e.g. BPEL),
choreography languages (e.g. WS-CDL), and
process administration languages (e.g. BPQI). Also,
classification presented by Ko et al. (2009) and Mili
et al. (2010) are instances of this category.

But, publications in the “Particular Evaluations”
class focus on BPML categorization for specific
purposes. The works of Roser and Bauer (2005), Lu
and Sadiq (2007), and De Nicola et al. (2007) are
instances in this category. For example, in (De
Nicola et al., 2007) the categories are introduced
around the subject of “introducing an ontological
approach for BP modeling”, including Descriptive
(e.g. BPMN), Procedural (e.g. XPDL), Formal (e.g.
PSL), and Ontology-based (e.g. OWL-s).

3.2 Introduced BPML Categories

Using the “general review” and “particular
evaluation” criteria as the base, we introduce a more
comprehensive framework including six classes:
“graphical”, “formal”, “executional, “ontological”,
“inter-operational”, and “monitorial”, that together
capture all kinds of addressed BPMLs.

The main characteristic of each of these six
categories, and their main representative example
BPMLs are briefly (due to space limitation)
described in the following subsections. Also, a set of
popular BP languages and standards are named
below as the example of each category.

Although it is possible for a BPML to be
categorized in more than one category, but here we
have placed each BPML in its most representative
category only. They could be adopted and utilized
by CN members based on their category’s
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Figure 1: The BPML categorization meta-process method.

characteristics.

The meta-process adopted by our categorization
method and how we reached the six specific classes
is briefly depicted in figurel.

3.2.1 Graphical BP Languages

Rooted in graphical picturesque format, this classical
generation has appeared. BP modeling languages in
this category mostly emphasize illustrating the
system behaviour and its abstraction. These
languages are not typically formal. (e.g. IDEF, EPC,
UML 2.0, BPMN).

3.2.2 Formal BP Languages

Formalization in this category is founded upon
mathematical principles. Although, adoption of
graphical symbols is possible in some of these
languages, but difficulties in user’s understanding
hold them mostly at theoretical and mainly academic
utilizations. (e.g. Petri-Net, Pi-calculus, PSL, Reo).

3.2.3 Executional BP Languages

The idea of automatic execution of BPs by software
engines, support the formation of this category. The
XML structure plays an important role in
deployment of this category, and clarifies BPs by
their computerized semantics. Besides, the
popularity of BP modeling and service invocation in
industries are other important issues in the category.
(e.g. BPEL, WS-CDL, XPDL, YAWL).

3.2.4 Ontological BP Languages

Likewise the ontology approach, which studies the
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things that exist and tries to describe them, this
category addresses semantic capture and tries to
constitute the base for an increasing number of BP
modeling languages, through proposing different
meta-models. The ontological layer in these
languages clarifies the roles, entities, and
interactions. This category has also the advantages
of using XML formats. (OWL-s, WSMO, BPDM).

3.2.5 Interoperational BP Languages

Rooted in business-to-business interaction, this
category focuses on modeling public sharable
processes of partners, among many business
partners. To accomplish this key concern in inter-
operational category, XML standards are elaborated
as the main enablers. (e.g. RossettaNet, eb-
XML/BPSS).

3.2.6 Monitorial BP Language

As we discussed previously (in section 2), modern
business process modeling trends to address the
diagnosis iteration of the BP Lifecycle. Focusing on
the Business Activity Monitoring (BAM) point of
view, the emphasis is on monitoring and resolving
the deadlocks or problems in flow of BPs.
Furthermore, extract and unambiguous approach for
recognizing BP modeling based on a dynamic
logging of process behaviour, the so-called process
mining is still promising (van der Aalst and Dustar,
2012), (e.g. BPRI and BPQI).
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4 SUPPORTING CN - BPML
EVALUATION

The evaluation framework should be concise and
descriptive. Having emphasis on categories and not
every BPML, multi-aspect evaluation of a
phenomenon requires a methodology, to support
maximal coverage of the target area. For the purpose
of appraising BPMLs in supporting CNs
requirements, we should consider both the BPs and
the CNs aspects simultaneously. Therefore, our
designed evaluation methods as well as our
evaluation process are discussed in following sub-
sections, respectively.

4.1 Proposed Evaluation Method

Several BP modeling goal-settings have been
introduced based on different approaches. For
instance a set of five generic software process
modeling objectives have been specified in (Curtis et
al., 1992) as follow: “to support process
improvement”, “to facilitate human understanding
and communication”, “having automated guidance
in performing process”, “to support process
management”, and “to automate execution support”.
Also, for the non-functional BP modeling
requirement (Chung and Do Prado, 2009) has
presented a series of objectives (e.g. the support for
discovering of dependencies of processes, the
support for changing management, etc.). These
context-aware objectives still hold today. In our
point of view for supporting more effective BP
collaboration in a CN, we can further add, “to
support enterprise collaboration” into this context.

Rooted in the debate in Section 2, our primary
aim is to focus on supporting collaboration through
formalized BPs and evaluating BPML categories for
this purpose. Therefore, we first follow a goal-based
approach (also known as the objective-based
approach) explained in (Goldkuhl and Lagsten,
2012) to extract the collaborative intention issues
within CN’s concept.

Our goal-based approach has focused on a
number of qualitative criteria and indicators, related
to set goals, systematically. As the evaluation
method, we adopt Critical Success Factors (CSFs)
method. CSF is a classical flexible method to
maximize goal achievement, through selecting,
working, and monitoring a few certain factors,
which are vital for success. So, we follow the
requirements of achieving established objectives, by
running a Critical Success Factors Analysis
described and explained in (OASIS, 2008) and

partially in (Trkman, 2010) and (Sudhakar, 2012).

After CSF identification, a set of requirement

indicators for monitoring them is provided by CFA.
The CFA constitutes following elements:

e Objectives: Those are directed by customers and
are hard to measure.

e CSFs: including between three to six sub-goals,
which without their direct support, achieving
goals are unattainable.

e Requirements Indicators: represented key
performance indicators, which are measurable
and directly support CSFs.

e CFA Diagram: for better illustrating the
measurable context, CFA diagram is used.

For supporting characteristics of CNs to achieve
their goals and to better describe the particularities
of the CN context, especially for VOs and VBEs, we
use the Reference model for Collaborative
Networks” (ARCON). The ARCON model explains
aspects, approaches and elements of the CN’s
environment (Camarinha-Matos and Afsarmanesh,
2008).

Eventually, we hold a CFA study to find out CN-
compliance CSFs, and the vital requirements
indicators for achieving our goal. These issues are
provided based on systematic technical reviews and
experts opinions. We then discuss, the BPML’s
categories versus the recognized requirements
indicators, and represent the conclusions.

4.2 Evaluation Process

Regarding the (ARCON) model introduced by
Camarinha-Matos and Afsarmanesh (2008), and our
discussion in section 2, VO/VBE need to manipulate
formalized BPs.

Also, regarding CN’s definition (in 2.1) the
following aspects indicate the main constitutional
objective themes in the CN discipline:
¢ Goal-orientation [focusing on goals through

business interactions]

o Infrastructure for Commonality [supporting
co-working and coordination toward goals]

e Node Heterogeneity [non-uniformity in
different properties, i.e. operational processes]
e Network enabling [support by computer

networks]

The four above-mentioned objective themes are the
main CN realization’s objectives, extracted from its
standard definition. To attain these objectives,
defining and aligning a set of CSFs are inevitable.
The supporting CSFs for CN are as follows: first,
to enable successful collaboration, BP modeling tool
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should provide enough ‘“comprehensibility” for
partners (BP Analysts, IT experts, etc.). The “ease of
use” is another issue, which supports convenient
interoperation through CNs. “expressiveness for
behaviour”, is another challenging issue for
enactment of BPs in CNs. For cost-effective
achievement of goal in CNs, “accessibility” of BP
documents and standards has to be considered. The
coverage of CN’s objective and the introduced CSFs
are illustrated in table 1. The “C” in the box at the
intersection of rows and columns represent the
minimal coverage between our CSF and CN’s
constitutional objective elements.

Table 1: Intersection of CN’s objectives and CSFs.

=
s | 5 2
Objectives | & 2z 2 2
8 s 2 5
=i (=] o v
CSFs S g g0 5
= g 2 g
o o Q D
6] ] T Z
Comprehensibility C C
Ease of Use C C
Expresswgness for C C
behaviour
Accessibility C

The last step of our evaluation, is finding a series
of generic required indicators from BP modeling
context to appraise the suitability of BPML’s
categories for CN’s. They have been extracted from
the literature and the standards (ISO, 2010E):

Understandability: is the ease of interpretation and
capture by which under specified circumstances, the
user can interpret an instance, model, analyse, and
develop the BP model (Mendling et al., 2007).

Expressability: explains the capability to represent
the process model’s attributes like: control,
resources, flow structures, in an unambiguous way
(Kiepuszewski, 2002).

Flexibility: is defined as the ease with which in BP
modeling the modifications are possible in types and
instances, based on incomplete level of abstraction
(Lu and Sadiq, 2007). So, partial effects of changes,
does not necessarily imply completely replacement
of BP models (Schonenberg et al., 2008).

Availability: comprises amount and degree to which
business process modeling documents in specific
formats, and standards are accessible and adoptable.
They are ready-to-use for desired collaboration by
the organizations (Milanivic, 2008).

Enactability: is defined as the ambition of acquiring
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capability to completely execute of the BP model
directly and without exploiting extra tools and
information (Russell, 2007).

Availability

Flexibility

Understandability

il Ease of
Accessibility use

/ Infrastructural
Commonality
Goal-

Enactability
Orientation Node
Heterogeneity

S Expressiveness :

for Behavior

Comprehensibility Network

\E"ahlcd
Expressibility

Legends:  C—

o Requirement's

Objectives CSF indicator Support
Figure 2: Interconnections in CFA diagram.

Figure2 represents CFA analysis as the
interactions of different CN’s objectives, supporting
CSFs and monitoring requirements indicators and
the types of effect between different entities in CNs
(which is represented in the figure by the support
arrow). In the next section we address and evaluate
each of BPMLs categorization against the five
standard criteria.

S DISCUSSION

Our evaluation comprises a two-dimensional
descriptive evaluation. The first dimension consists
of BPML categories. Six comprehensive categories
are introduced and defined. Please note that we
focus on novel BPML categories — as the aimed
origins — instead of the languages, so there could be
a number of choices from BPML’s members in each
categories for CNs.

5.1 Availability

Availability has its roots in reliability notion, which
implies, ratio of the time that users have received the
service according to prior level of agreements (ISO,
2010E). Unavailability of a modeling BP language
happens when we don’t have “steady-state”,
“intervals”, and “user-perceived”  availability
(Milanivic et al., 2008). For our evaluation, we
assume availability as the existence of BPML
documents within the context of CNs.

There is an annual research of BPM Market since
2005, by Wolf and Harmon (2012), thoroughly
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surveying the BPM trends. From their 2012 report,
they state that the rate of availability for graphical
BPMLs is at the highest level. For example the
BPMN is used by more than 60% of all
organizations. Meanwhile, there is less availability
for ontological BPMLs (e.g. BPDM). Although, the
debate on the timely development of trends is not the
focus of this paper, but decrease in attraction level of
BPEL during recent years is noticeable. Even
interest and availability of UML and EPC slightly
decrease. Also according to that survey the
pervasiveness of the rest of BPML categories (e.g.
interoperational, formal) are the lowest in usage
ranking. So, it is expected that organizations initiate
collaboration in CNs applying graphical BPMLs,
and especially BPMN.

5.2 Enactability

The enactability is an important phase in BPM life
cycle. According to (van der Aalst et al., 2003), after
accomplishing “process design” and “system
configuration” at the third step of the BPM’s
lifecycle “process enactment” is located right before
the “diagnosis” step. The more independent is the
BPML from the technology and vendor executable
environments, the better enactability has in CNs.

Using the formal semantics for more effective
enactment (ter Hofstede et al., 2010) supports — and
does not contradict the increase in understandability
in support of the requirements in CNs. Executional
BPMLs enable the enactments of BPs, for sharing
BP’s information and automatically executing them
through block-based and machine understandable
structures. But, despite their common executional
capabilities, they have their particularities.

Within Executional category, BPEL describes
behaviour of BPs within interaction between process
and its partner, and efficiently supports
orchestration. WS-CDL executional aspect consists
of peer to peer collaboration of partners from a
global point of view for supporting choreography.

But, in this category some of the languages such
as BPEL have restrictive syntax (Recker and
Mendling, 2006), which is a limitation for this
popular language, and some (e.g. YAWL) have
exact executional syntax (ter Hoftstede 2010).

The formal category languages - except
embedded notions like (pi-calculus in WSCDL)
provide graphical enactability interface, e.g. in reo
and Petri net. Ontological BPMLs, because of their
XML supporting structures have convenient level of
enactability.

Executional issues in interoperational BPML

category, where XML enactability is embedded,
have some difficulties e.g. naming and XML
reusability in RosettaNet (Damodaran, 2004) or
deficiencies in event handling during interactions
(Green et al., 2007). Ontological BPML category
focuses on semantic aspects (e.g. OWL-s), and runs
enactment in an abstract level.

5.3 Expressability

The importance of expressability in CNs arises from
the way we wish to express the BPs, so that they can
be shared among partners. This expressive power of
modeling language represents the possibility of
expressing constructs in direct or indirect manner
(Kiepuszewski et al., 2002). These -constructs
comprise: control, resources, data, organization,
execution, and behaviour of a business models.
Expressability encompasses the notion of suitability,
which focuses on modeling and implies
conformance of the BPML with for instance 43
workflow patterns introduced in (Russell et al.,
2006). Although, the evaluated domain in that paper
does not focus on BPML categories, but provides a
general inception for comparison of BPML
categories.

As we map BPMLs’ evaluation in Russell, ter
Hofstedeh and van der Aalst, (2006) to our proposed
categories, a number of these patterns e.g.
“discrimination”, “milestone”, “partially join”, etc.
are the kind of patterns which languages and
standards have difficulties in expressing them.

We could state that, commonly, the graphical
BPML category has better compatibility, while in
executional category- except for YAWL- languages
have some deficiencies, for example for supporting
“Arbitrary Cycle”, because of their rigidity in
capturing real-world abstraction.

Based on evaluation of Russell et al., (2006) the
of formal languages category members have good
capability of expressiveness, because of their
mathematical foundation, e.g. Petri-Net; expressive
power (van der Aalst et al., 2003) used in workflow
pattern design, or constraint Automata is used in
Reo. Ontological languages use logical basis for
instance in OWL-s for representing better
expressiveness (W3C-OWL-s, 2004).

5.4 Flexibility
Supporting the dynamicity of CNs, the flexibility
issues in BPMLs for describing BP’s interaction is

necessary. BPMLs focus to sustain their dynamicity
in coping with expected and unexpected changes,
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through adopting flexibility. In (Schonenberg et al.,
2008) four types of flexibility are presented as:*
design”, deviation”, “underspecification” and
“change”.

The flexibility support, mostly in two first above-
mentioned types, BPMLs rely on their pre-design
notations and are abstract from flexibility concerns.
On the other hands, the block-based (rule-based)
BPMLs could manage the flexibility in higher level
(e.g. deviation or underspesification) (Lu and Sadiq,
2007).

The flexibility in the graphical BPML category,
within different languages and standards is
considered in different ways. In BPMN, by
predicting three types of diagram for collaboration,
and for the concepts of Pool and lane, the
decomposition for changes is possible. The Frame
and Frame Heading techniques in UML 2.0 Activity
Diagram let the elements of the languages to be
defined and described in a modular and flexible
structure. So, “design and deviation” are supported.

Likewise in formal category, mathematical
concepts help to retain model identity; for instance
the structure of Atomic and Complex activities in
PSL, besides graphical representation in Petri-Net
and Reo simplifies the modification flexibilities. So,
“design and deviation” are supported.

Based on XML structures, which usually support
flexibility in design and changes, and even
underspesification, to certain extent (Schonenberg
2008). YAWL, BEPL (inter-relations), and WSCDL
(choreography) support various types of flexibility.
Even RosettaNet PIP techniques, channelizes the
modifications. This benefit supports within block-
based structure. Ontological BPML category
considers flexibility at convenient level, which let
modification to be based on primary definition of
BPs (e.g. process model definition in OWL-s).

i)

5.5 Understandability

The understandability shall facilitate the BP

acquisitions and interactions among CN’s

stakeholders. This notion has been reviewed and

analysed during several works especially verses the

complexity as the other extreme. Generally,

understandability comprises the following two

aspects mentioned in (Mendling et al., 2007):

e Model-related factors, which affect the
understandability, e.g. unambiguity, simplicity.

e Person-related factors, which have close relations
to knowledge and experience of participants

Although, the understandability has been reviewed
several times, and there is a number of guidelines
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e.g. the smaller size of the model makes it better for
understanding; or the higher degree of input and
output to one element causes the more complexity of
understandability, etc. But, the ease of
“comprehension of a model”, “presenting without
error”, and “labelling less ambiguous” (Mendling et
al., 2010) constitute main understandability’s
principles in BPMLs.

Generally, the graph-based languages are more
understandable than rule-based ones (Lu and Sadiq,
2007). That is also the reason why they become
more popular at enterprises. However, within
graphical standards, BPMN is more complex for
understanding compared to UML and EPC (Indulska
et al., 2009).

On the other hand, Executional and ontological
BPML categories because of having less cooperation
with human side, their understandability is under
criticism. Also, the interoperational standards (e.g.
the PIP technics knowledge in Rosettanet) are at a
more  abstract level of  understandability
((Damodaran, 2004), (Green et al., 2007)).

5.6 Comparing Results

Through the discussion, we analysed the adoption of
BPML in regards to the set of requirement
indicators, which represented for evaluating BPML
categories at the second level of our evaluation.
Grounded in our goal-based approach and by using a
CFA method, we identified six requirement criteria
that helped us, to measure the collaboration-aware
adoptability of BPMLs. The result of our extensive
evaluation in previous sections is summarized in
Table 2.

Table 2: Summary of evaluation.

Requirements z
indicators in % >
Support = E _@* _@ o
Of CN ] Z 5 3 =
BP 5] 8 £ = 2
Modeling = = g S 8
=) &) m < =
Languages
Categories
Graphical S A A S A
Formal M S A M A
Executional A A S M A
Ontological A S A A A
Interoperational A A S A A
Monitorial N N N N N
Comments:
S: Strong support A: Advanced support
M: Moderate support N: Not Addressed

As showed in that table, we use four levels of
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supports as: Strong, Advanced, Moderate and Not
addressed levels, from CN’s member relative points
of view. Because of analytical theme of paper, we
opt qualitative survey method.

Regarding discussions in our previous sections,
the graphical category has advantages of
understandability and availability. Executional
category is strong in enactability, also flexibility of
BPs, besides the importance of less ambiguity in
modeling real world should not be disregarded,
although lacks of interactive graphical depiction
needed for less technical users is serious criticism
yet.

Due to complexity of their user interaction, the
formal languages are not pervasive, but should be
considered as the supporting layer for soundness for
graphical modeling  languages.  Ontological
languages, because of their well-defined semantics,
and their focus on graphical and executional aspects,
are desirable but not yet sufficiently mature and
popular.

BP adopting in interoperational BPML category,
which isjust used for support of collaboration,
mostly emphasize on interactions instead of abstract
BP modeling from real world, also their flexibility
level and understandability problems for users are
serious concerns. Monitorial BP Languages are not
practically fitting in this context to evaluate, but
promising.

6 CONCLUSIONS

In our paper, we presented an analysis and
evaluation of the Business Process Modeling
Languages categories in support of Collaborative
Networks. We review their suitability for supporting
collaboration among enterprises.

To ensure a systematic and methodological
approach in our review process, we have reviewed
publications addressing categories of business
process modeling in the context of BPMLs. Then,
we have discussed different BP languages, and from
a language-independent perspective, we have
introduced our six categories of BPMLs.

Additionally, we have identified a set of criteria
required for adopting BPs among enterprises in CNs.
Based on these defined set of criteria, the six BPML
categories are further analysed, regarding how they
fulfil the collaboration requirements for CNs.

As we have employed a partially qualitative
analysis approach, our analysis is not fully objective.
Although, based on the results showed in table 2, the
most suitable categories of BPMLs, especially for

adoption in Virtual Organizations and VO Breeding
Environments, are represented.

The elaborated results achieved through our
evaluation of BPMLs in the context of CNs, indicate
that depending on the requirements, the domain
experts may preferably select BPMN or OWL-s for
the purpose of their BP integration.
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Abstract:

Intuitively, business cases and business models are closely connected. However, a thorough literature

review revealed no research on the combination of them. Besides that, little is written on the evaluation of
business models at all. This makes it difficult to compare different business model alternatives and choose
the best one. In this article, we develop a business case method to objectively compare business models. It is
an eight-step method, starting with business drivers and ending with an implementation plan. We
demonstrate the method with a case study for innovations at housing associations. The designed business
case method can be used to compare and select the best business model successfully. In doing so, the
business case method increases the quality of the decision making process when choosing from possible

business models.

1 INTRODUCTION

Due to shortening product lives, intense global
competition, a disruptive and agile environment,
business models need to be renewed more rapidly
and more frequently (Chesbrough 2007). In addition,
the chosen course of action is of great importance
for the future performance of organizations. With
the renewal of business models, multiple possible
directions can be defined. A recent example is seen
in the automotive industry. Car manufactures need
to choose if they want to produce cars running on
alternative energy, and next, which type of energy.
Hybrid, bio-fuel, electric, or hydrogen are all
options. Making the choice is hard, for each of the
alternatives require a business model change and the
success of the produced car is unsure. This is an
example of the need for a method to objectively
compare alternative business models, and choose the
best course of action.

A business case can be of help to form the
answer to this question. A business case is a tool for
identifying and comparing multiple alternatives for
pursuing an opportunity and then proposing the one
course of action that will create the most value
(Harvard Business School Press 2011). Making a
business case for the possible business model
alternatives, gives the decision makers a solid and
objective as possible basis, to make the best choice
(Meertens et al. 2012).

Choosing one of the business model alternatives,
should be well considered. Instead of a gut feeling,
each of the alternative’s consequences, impact, risks,
and benefits for the organization, should be assessed
as objectively as possible. This will result in a better
choice, and better organizational performance.

However, the main problem is that it is unclear
how alternative business models can be compared to
choose the best course of action. A business case
could be one of the solutions, for it compares
alternatives in terms of costs, benefits and risks.
Existing problems are that it is unclear how a
business case should be made from a business
model. Also, it is unclear what good business case
components are, and which business model
components are of relevance for the development of
the business case.

2 METHODOLOGY

The research design is based on the design science
research methodology (DSRM) by Peffers et al.
(2007). This method is chosen because it creates an
artefact as solution to a problem. In this research, the
problem is the unstructured decision making of
potential business models. The artefact designed is a
business case method which enables objective
comparison of business models. Further, the DSRM
enables process iterations, so that it is possible to
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adjust previous phases to increase the quality of the
artefact. However, because the review of academic
literature is less emphasized, the method is adjusted
to include the valuable academic literature in the
process. For the literature study, the five-stage
grounded theory method for rigorously reviewing
literature by Wolfswinkel et al. (2013) is used. This
method assures solidly legitimized, in-depth
analyses of empirical facts and related insights,
including the emergence of new themes, issues and
opportunities (Wolfswinkel et al. 2013). Figure 1
shows the five sequential steps integrated with the
DSRM method.

Define
Identify objectives
problem M and
solution

Increase Design &
[——»! knowledge [—»{ develop |——»] Demonstrate |——# Evaluate
of subject artifact

i

the five-stage grounded theory method

Define H Search H Select H Analyze H Present

Figure 1: DSRM process of Peffers et al. (2007) with the
grounded theory method from Wolfswinkel et al. (2013).

Starting with the first step of the DSRM of
Peffers et al. (2007), the introduction to this article
identifies the problem. Namely, the need to
objectively compare business models. Following the
DSRM, we identify the research objective: design a
structural method to create a business case of
business models, to be able to objectively compare
the assessed business models, and choose the best
alternative. We present the literature review of
business cases and business models, which increases
our knowledge on the subject, elsewhere.

3 THE BUSINESS CASE
METHOD

This section creates a new artefact in the form of a
business case method. The design of our business
case method is based on the two approaches
identified by literature review: Ward et al. (2008)
and the Harvard Business School Press (2011). Both
of them have a list of components. These lists partly
overlap, yet each has distinct advantages and
disadvantages. Based on the comparison of these
two approaches, eight main components can be
identified, which Table 1 lists.

In contrast to the business case method proposed
by Ward et al. (2008), this method does take
alternatives into account, similar to the model of
Harvard Business School Press (2011). This is
because in most cases more than one solution can be

34

thought off and applied to reach the goal. Therefore,
it would be bad to go with the first possible solution
without putting some effort in the quest for other
compelling solutions. Furthermore, the third point,
alternatives, is different from the business case
methods proposed in the reviewed literature, in
which authors only look to the benefits that the
proposal brings. Of course, the benefits are
important for the business case. The possible
negative effects, however, cannot be dismissed.
Therefore, a good overview of not only the benefits
but also the disadvantages should be presented in the
business case as an overview of the caused effects of
the proposed project. According to Ward et al.
(2008), organizations who overstate the benefits to
obtain funding are the least likely to review the
outcome and less than 50% of their business case
projects deliver the expected benefits resulting in
unsatisfied senior management.

Table 1: Components of the business case method.

| Busi dni The cause, problem, or opportunity
. usiness driver
that needs to be addressed
. The goal of the business case
Business . . o .
2. L. stating which objectives are aimed
objectives
for
. Representing the options to reach

3. Alternatives P L N P

the objectives

Positive and negative effects that
4. Effects . & .

come with the pursued alternative

. Risks that come with the pursued

5. Risks .

alternative

Costs that come with the pursued
6. Costs . P

alternative
7 Alternative Based on gathered data the best

) selection alternative is chosen
g Implementation | Plan which explains when and how
) plan the alternative is implemented

As the components are the main concepts of the
proposed method, we clarify all eight components
individually in this section.

3.1 Business Drivers

The meaning of the business drivers originates from
the business case method by Ward et al. (2008) and
has not changed. The business drivers stand for a
statement of the current issues facing the
organization that need to be addressed. These can
either be problems or opportunities and ideas with
enough potential to make it worth pursuing. Applied
to business models, the business driver is most likely
to originate from the need for business model



innovation. Chesbrough (2007) argues that due to
shortening product lives, even great technologies can
be relied upon no longer to earn a satisfactory profit
before they become commoditized. Practice has
learned that even great business models do not last
forever. Therefore, he argues, a company needs to
think hard about how to sustain and innovate its
business model. For future markets will be smaller,
more highly targeted (and effective), and the new
environment will require different processes to
develop and launch products successfully.

3.2 Business Objectives

The business objectives are the goals of the
innovation. Both methods discussed in the
theoretical framework advice to set business
objectives. They state which business drivers are
addressed and how these are hoped to be achieved
with the proposed project. This can be one or more
specific aspects of the strategy that need to be
improved or modified; one or more of the business
model components that need improvement; or
processes or products that need to become more
efficient and better address the needs of customers.

3.3 Alternatives

The alternatives represent the available options to
reach the objectives. At the start of this section, we
describe the reasoning to include identification and
assessment of alternative solutions in the method.
Summarized, the argument is that it would be
unwise to go with the first idea that comes along that
addresses the business drivers, without investigating
whether other, perhaps better, alternatives exist.

Sometimes, the benefits of a single specific
opportunity or idea are assessed. In such cases, it
might be hard to find a substitute or alternative to
the opportunity. Thinking of alternatives and
assessing them increases the chance of pursuing a
better-balanced alternative, instead of the first that
comes to mind. All alternatives need to be compared
with the current situation.

Amongst others, identification of alternatives can
be done by assigning a senior manager with the task
to define and launch business model experiments
(Chesbrough 2007). Harvard Business School Press
(2011) proposes brainstorm sessions as a tool to
identify alternatives. Both tools can be used to
identify alternative business models. Next to those
tools, market assessment tools or SWOT analysis
may be suitable to come up with alternatives.

A Business Case Method for Business Models

3.4 Effects

The effect component is the largest of all. This is
because a variety of actions needs to be performed
with the effects to create a consistent and structured
overview of the effects on the organization per
alternative. Effects are the positive (benefits) and
negative (disadvantages) effects that an alternative
causes. First, effects need to be identified. Second, it
is important to come up with measures for each
effect. Third, each effect must be connected to an
owner. This increases involvement with the project
within the organization, and stimulates owners of
benefits to help establishing the alternative when it
is approved. Fourth, each effect needs to be placed
in the framework in Table 2 (Ward et al. 2008). For
each effect, the framework determines the type of
organizational change (do new things, do things
better, or stop doing things) and the degree of value
explicitness (from observable to financial).Fifth and
final, a time frame is estimated per alternative. This
time frame gives information of when the project
starts, when it delivers results, and when it finishes.
Each alternative goes through these five steps.

3.5 Risks

The fifth component is concerned with risk
assessment of each alternative. Risk is defined as the
probability that input variables and outcome results
vary from the originally estimate (Remenyi 1999).
How risks are assessed depends on the situation and
needs further research per case. Amongst many
others, the “best case/worst case scenario” method
can be used to assess the risk of the alternatives.
With this method, two scenarios are developed and
the effects of each scenario on the organization are
estimated. In the first scenario, the alternative will
perfectly result in the expected benefits. In the
second scenario, the worst reasonable possible
situation will evolve caused by the alternative.

3.6 Costs

Costs are one of the most important aspects of a
business case. The costs give an indication of the
total expected investment costs, and expected profit
over a specific time period. The investment costs
represent the money needed to implement the
business model change in the organization. Also, in
the costs section, the expected payback time is
calculated to indicate how long it will take for the
break-even point is reached.
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Figure 2: Business modelling connected to the business case method.

3.7 Alternative Selection

After gathering the data for all alternatives in the
previous steps, the best option can be chosen by
weighting the expected effects against the expected
calculated costs. Harvard Business School Press
(2011) suggests that the best alternative is partly
chosen based on feelings. However, if the risks are
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translated into expected costs, this can be added to
the costs-effect equation. Then the alternatives have
to be compared based on the non-financial effects
and the total expected costs/profit of the alternative.
Many methods to do this exist, varying from
complex to rather simple (e.g., the direct-rating
method, point-allocation method, and analytical
hierarchy process; Van Ittersum et al., 2004).



3.8 Implementation Plan

Now that the best alternative is selected, it is
important to develop a plan of action. Tasks, roles,
objectives, resources, dates, and responsibilities are
parts of this implementation plan. The level of detail
of an implementation plan varies depending on the
case. The plan lays out how progress can be tracked
and success measured when the proposed solution is
put into action. Without this, actual success of a
business case is hard to verify.

4 CONNECTING THE BUSINESS
CASE METHOD TO BUSINESS
MODELLING

In this section, the developed business case method
is applied to the business model concept. Figure 2
visualizes the connection. The figure shows the
business case steps on the left. The sources, types of
information, or input for each of those steps are on
the right.

The first step contains the business driver.
Business drivers for business model innovation can
come from different sources. In general, shortening
product lives, intense global competition, and the
disruptive and dynamic environment are the main
sources (Chesbrough 2007). This can lead to one of
the three causes for business model renewal. The
business objective represents the goals that the
business model change aims to achieve.

The next step is identification of alternatives. In
this step, multiple business models can be developed
with the focus on meeting the business objectives.
Next, the effects, risks, and costs of each of the
business model alternatives are assessed. The effects
represent the positive and negative non-financial
effects that alternatives cause. The effects can be
represented with a framework for business case
development (Ward et al. 2008).To assess the risks
of the project, one of the risk assessment methods
described in literature for project management can
be used. The risk assessment part should at least
cover the points of Remenyi (1999). The risk can be
represented in a probability vs. impact matrix.

Often, the expected financial benefits, and the
costs of the project, are the most important part for
decision makers using business cases. In the costs
section, changes in the business models costs and
revenue component need to be assessed. The cost
component of a business model must cover costs
created in other components (lacob et al., 2012),
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such as key activities. Next to the expected costs and
profits, the payback period and return on investment
should be presented.

Using a multi-criteria method, the most suitable
business model can be selected in the seventh step.
After that, an implementation plan can be developed.
During step three till eight, alternative business
models should be compared to the current business
model to assess the changes and effects that it
causes. For example, in the fourth step, only the
effects that differ from the current business model
are assessed. The reason for this is that the other
effects remain the same for both alternatives, and
thus only increases the size and complexity of the
business case.

5 METHOD DEMONSTRATION
AND EVALUATION: DEA
LOGIC AND HOUSING
ASSOCIATIONS

Having created the artefact (business case method),
the next step is to demonstrate it. We use a case
study of the company DEA Logic, which provides
products and services for Dutch housing
associations. The main two stakeholders in the case
are the company DEA Logic and the Dutch housing
associations. The innovation is developed by DEA
Logic, and the target customers for this innovation
are Dutch housing associations. The innovation will
have an impact on the business model of the Dutch
housing associations.

DEA Logic is an engineering company
specialized in advanced electronics, security
software, and consulting in information technology,
information management, and building management.
Over the last years, DEA Logic developed an access
control system called C-Lock, which has a major
position in their product portfolio currently. The C-
Lock system can be extended with multiple
solutions. This way, apartments can be better
adjusted to the needs of the tenants. In this case,
DEA Logic wants to discover whether their product
is favourable for (Dutch) housing associations. A
business case needs to be developed.

In the Netherlands, a housing association is a
non-profit organization, which’ mission is to build,
manage, maintain, and rent houses and apartments.
The responsibilities are defined and assigned by the
Ministry of the Interior and Kingdom Relations.
Each housing association is private, but can only
operate within boundaries set by the Dutch
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government. Therefore, housing associations do not
differ much. In addition, all housing associations
have more demand than supply currently, which
causes waiting lists. The houses they rent are
favourable for citizens with a low income (an annual
income of € 43.000 is the maximum). The
associations are tasked to supply good housing
possibilities for the relatively more vulnerable and
poorer people in society. Similar constructions exist
in other countries. For example, the United Kingdom
has government-regulated housing associations with
the same goal; to provide housing to people on a low
income or people who need extra support.

Thanks to the public character of the housing
associations, all needed information for this case is
public and presented on websites of housing
associations, the government, and the central fund
for people housing. For the scope and purpose of
this research, applying the DEA Logic case on
Dutch housing associations in general is sufficient to
demonstrate the designed method.

The data and numbers used in the business case
are based on calculations by DEA Logic, and
internet sources. For reasons of confidentiality, the
numbers are not accurate. The business case gives an
indication of the order of magnitude of the costs
difference between the two discussed alternatives. If
in the future, a housing association would like to
realize the project, a new business case has to be
made, to assess the effects of the innovation on their
specific situation. For the purpose of demonstrating
the business case method, the used numbers and
accounted variables are sufficient.

DEA Logic develops technological and
electronic innovations for real estate amongst others.
The C Lock access control system is one of those
products. The latest innovation for newly built or
renovated apartment buildings is IP-infrastructure.
In the current situation, each apartment in a building
complex is supplied with public utilities and digital
infrastructural connections. In the Netherlands, each
apartment is provided with at least a telephone line,
television cable, intercom system, and often
fiberglass connection for internet. Each of these
connections makes use of their own wires. The main
idea of IP-Infrastructure is to supply each apartment
with only one TCP-IP connection, combining
telephone, television, intercom, and internet, as well
as other possible data connections.

This  infrastructure not only  reduces
infrastructural costs and materials of newly built or
renovated apartments, but also increases the amount
of possible functionalities. The currently developed
functionalities are derived from the C-Lock access
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system, and can be connected to the receiver easily.
Tenants can choose individually which solutions
they need. The core of the innovation is to increase
apartments’ flexibility, functionality, and luxury,
and to minimize the maintenance costs.

The C-Lock and IP-Infrastructure innovations by
DEA Logic are suitable for Dutch housing
associations, for they build, rent, manage, and
maintain apartments for a diverse target group. The
target group is diverse, as their customers are young
as well as old people. In addition, families with
children and people who need daily nursing support
belong to the target customers. Introducing DEA
Logic’s innovations increases the suitable target
group for each apartment, as it can be adjusted to the
needs of the tenant more easily. Furthermore, the use
of [P-infrastructure decreases maintenance costs.

The innovations affect the housing association’s
business model. Renting out C-Lock solutions and
IP-infrastructure becomes a new key activity. DEA
Logic becomes a new key partner, together with
several service providers. Also the value proposition
is extended, for apartments are more secure and
luxury. The suitable customer segment for each
apartment increases, as it can be adjusted to the
needs of various tenants. Finally, a new revenue
stream is added, for the IP-infrastructure is rented
out, in combinations with C-Lock solutions, in
addition to the traditional rent of apartments.
Therefore, DEA Logic’s innovation and Dutch
housing associations form a good combination to
test the business case development method.

The following eight paragraphs represent the
eight steps of the business case method. We compare
two scenarios. In both scenarios, the same apartment
complex is built with one hundred apartments. The
first scenario represents the current situation. In the
second  scenario, the  IP-infrastructure is
implemented together with C-Lock solutions.

5.1 Business Drivers

Based on the vision and strategy of the three largest
housing corporations (CFV 2012), their mission is to
build, manage, and maintain quality tenement
housing for people with a low income and
vulnerable groups in society. Therefore, it is
preferable that building, managing, and maintenance
costs of houses to be low. Housing corporations
continuously seek possibilities to reduce costs and
still deliver high quality, and affordable homes for a
large and diverse target group. IP-infrastructure, in
combination with the variety of possible C-Lock
solutions provided by DEA Logic, is an innovation



that contributes to the corporations’ mission.
5.2 Business Objectives

In accordance with the business drivers, the pursued
objectives of the IP-infrastructure presented in this
business case are the following:

* Reduce maintenance costs

* Increase compatibility with target tenant group

* Increase quality of living environment

* Increase security of tenants

* Increase luxury

5.3 Alternatives

The yellow post-its in Figure 3 show the current
business model of a Dutch housing association. The
value proposition offers low-priced rental houses in
a good living environment for people with low
income belonging to vulnerable groups in society.
Revenue is generated via monthly rent and subsidy
from the government.

A Business Case Method for Business Models

tactical set of the current business model
(Casadesus-Masanell & Ricart 2010). Therefore,
they do not influence or change the business model.
However, the resulting business case includes those
effects as well.

5.4 Effects

Implementing IP-infrastructure in renovated or
newly build apartment buildings affects the
organization. Table 2 presents the effects of the new
IP-Infrastructure compared to the current, classic
infrastructure. The table structures them according to
two factors. Horizontally, they are categorized
according to the type of required organizational
change. Vertically, they are categorized according to
the degree of explicitness. Because the only
difference between the two alternatives, in terms of
business model, is the revenue model, other effects
of both alternatives are equal. Therefore, they are
represented in only one effects overview table.

Table 2: Effects of IP-infrastructure

po P 0 ; . Degree of Do new Do things Stop doing
- i3 ~ -l i .. . .
- N . explicitness | things better things
e e — Reduce
— remen nouss Low .
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— - pra— Rent C-Lock e costs by
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Measurable target group
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Figure 3: Business model of Dutch housing associations Yo security
with IP-infrastructure and C-Lock solutions. Orffr)l z?l_a ¢
o ) o standardized Increase
The blue post-its in Figure 3 are additions that Observable | technology quality living
show an alternative business model of a housing Inline with | environment
association with an apartment complex with IP non and
infrastructure. In addition to the current key
activities, renting out infrastructure and solutions .
’ & 5.5 Risks

form a new key activity. DEA Logic becomes a new
key partner of the housing corporation, as they
provide the solutions and maintain the system.
Furthermore, the customer segments are extended
with a target group including tenants who require
special care. The fourth change is in the revenue
stream building block. Next to the rent of houses and
state subsidy, the housing corporations receive rent
for the use of the IP-infrastructure by tenants.

Next to changes visible in the business model,
many benefits of IP-infrastructure are within the

As with each innovation, risks are involved. To
assess the risks, we use a construction project risk
assessment method (Tah & Carr 2000). This method
is suitable, as renovating or building the apartment
complex is a construction project. Most risks can be
prevented, resulting in a very low overall project
risk. However, some risks of the IP-infrastructure
alternative remain, due to the following two points:

1. The technology is new. So far, it has been
deployed in one apartment building only.
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2. The technology is developed and built by one
company. The current market does not provide
any substitutes that work with the same
infrastructure.

These two points are interconnected. A small change
exists that the technology does not work as good as
was hoped for, or the subcontractor stops supporting
the technology. In that scenario, the costs to
transform the infrastructure back to the current
standard are high. Other risks for both alternatives
can either be prevented, or do not have a negative
influence on the organization. The total risk of IP-
Infrastructure, before prevention, is one and a half
times the risk of the classic approach. This is mostly
because the classic infrastructure is used almost
everywhere and has been improved over time.

5.6 Costs

The cost difference, between the current situation
and the IP-Infrastructure alternative, depends on two
variables. First, the number and type of C-Lock
solutions affect the costs. The second variable is
time. Time is important, as the housing association’s
objective is not only to build apartment complexes,
but also to maintain them. Therefore, the cost
overview also includes maintenance.

To compare the costs of both approaches, an
indication of the costs for an apartment complex
with 100 apartments is calculated. Only the costs for
the infrastructure and the C-Lock solutions are
covered. The other building costs are equal for both
alternatives. Because the costs for construction and
maintenance of the infrastructure and the C-Lock
solutions vary from situation to situation, several
assumptions and raw cost estimates are used.

Table 3 shows estimates of construction costs,
yearly maintenance costs, and yearly profit, per
function. Next, the maintenance costs and profits are
extrapolated over five years to get more insight in
the breakeven point of the alternatives. The initial
costs for the IP-Infrastructure are higher compared
to the current situation. However, the difference is
not very big, and within three years, the IP-
Infrastructure in combination with the access C-
Lock solution is cheaper than the current alternative.

Table 3: Estimated costs of construction and maintenance,
and estimated profit.

Function | Infrastructure Access Intercom Care Communication

Costs (€)

Old [New [Old [New [Old [New [Old [New |Old | New
Construction | 13,000 | 26,000 | 30,000 | 30,000 | 52,000 | 50,000 | 800 | 400 B
(Initial)
Maintenance | 500 | 1,000 | 11,250 | 6,950 | 16,500 | 7,000 | 3,600 | 1,800 | 750 |0
(Yearly)
Profit B B B B B B B 300
(Yearly)
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5.7 Alternative Selection

The effects, risks, and costs of IP-infrastructure,
compared to the classic infrastructure, are discussed
in the previous sections. Based on this information,
one of the alternatives needs to be selected. Looking
at the effects, IP-infrastructure is the best choice as it
increases the amount of target groups, quality of
living, and security of tenants. Additionally, with the
new technology, apartments become more luxury.
The risks, however, are one and a half times higher
than with classic infrastructure. Again, this can be
reduced using available risk prevention options.

Initial costs of IP-infrastructure are higher, but
within four years it becomes cheaper than the classic
alternative. Depending on the functions, the
estimated IP-infrastructure savings are around €
70.000 after five years. Initial costs are higher, yet
maintenance costs are much lower.

[P-infrastructure offers new functionalities and
increases security of tenants, quality of living, and
target group. Risks are higher, but can be prevented.
Initial costs are higher, but money is saved due to
the low maintenance costs over time. Therefore, IP-
infrastructure is the best alternative to choose.

5.8 Implementation Plan

After their board of directors approves this project,
the housing association can implement the project.
In this phase, however, it is too far stretched to
determine an explicit implementation plan.

6 DISCUSSION

The objective for designing the business case
development method to compare business models
was to design a method to create a business case of
business models, to objectively compare the
assessed business models, and choose the best
alternative. Because of the abstract descriptive
nature of business models, it is often required to
involve more tactical and operational details, only
implicated by changes in the business model.
Deciding which details are useful and which are not
must be judged by the maker of the business case.
This allows for a certain amount of subjectivity.
Table 4 represents which method steps are objective
and which are open for subjectivity.

During creation of the business case, one of the
experienced difficulties was switching between
abstraction levels. A business model is an abstract
representation of an organization. Processes and



products are on a more tactical or even operational
organizational level. The outcome of comparing
business models in the business case depends on
choices made in organizationally lower abstraction
levels, like the tactical and operational level. The
distinction between a process or product business
case, and a business model business case needs to be
made. In the first case, focus is on cost and benefit
comparison of the innovated process or product. In
the second case, it is about choosing the best
alternative way of how an innovated product or
process affects the business model.

Table 4: Assessment of the objectivity of the business case
method.

Method step Objective / Subjective
Business driver Objective

Business objectives Objective
Identification of Subjective
alternatives

Effects Subjective

Risks Subjective

Costs Objective

Alternative selection Objective / Subjective
Implementation plan Subjective

Furthermore, we found some empirical evidence
supporting the “strategy — business model — tactical
set” framework by Casadesus-Masanell & Ricart
(2010). In hindsight, the case study is mostly a
product innovation within the tactical set of the
building association’s business model. Some minor
changes were made in the business model. This
made it hard to devote the business case to the
business model, and forced us to include more
operational aspects in the business case. This is not
per se negative for the demonstration, the method, or
the outcome of the business case, but the goal and
focus of the designed method, is to objectively
compare two business models, in contrast with
assessing the costs and benefits of a product
innovation.

A limitation of the research is due to an almost
complete lack of academic literature about business
cases. The concept is used often, but without a well-
designed and widely accepted methodology. As well
as for the business model concept, it would have
been better if a general accepted business case
development method would have existed in
academic literature for the reliability thoroughness
of the research.

Overall, the method does what it is designed for.
It is a method to develop a business case, which
allows different business models to be compared,
and the best one to be chosen as objective as
possible.

A Business Case Method for Business Models

7 CONCLUSIONS

The designed business case method to objectively
compare business models can be used to compare
and choose the best business model successfully, as
demonstrated by the case study. The goal of this
research was to increase the quality of the decision
making process between possible business models,
by developing a method to objectively compare the
alternatives. Based on literature research, the
business case method was designed. This method
contains the eight components that Table 1 lists.

The case study showed that the developed
method can be used to compare business models and
choose the best one. However, the output of the
business case depends partially on the people
making the business case. Steps 3, 4, 5, and 7 are
relatively subjective steps, which gives freedom to
decision makers. Further research is needed to
establish the effects of this decision freedom on the
quality of the outcome of the business case. Still, the
method fulfils the defined goal of the research.

ACKNOWLEDGEMENTS

This work is part of the IOP GenCom U-CARE
project, which the Dutch Ministry of Economic
Affairs sponsors under contract IGC0816.

REFERENCES

Casadesus-Masanell, R. & Ricart, J.E., 2010. From
Strategy to Business Models and onto Tactics. Long
Range Planning, 43(2-3), pp.195-215.

CFV, 2012. Corporatie in perspectief 2012, Baarn:
Centraal Fonds Volkshuisvesting.

Chesbrough, H., 2007. Business model innovation: it’s not
just about technology anymore. Strategy & leadership,
35(6), pp.12-17.

Harvard Business School Press, 2011. Developing a
business case: expert solutions to everyday
challenges., Boston, Mass.: Harvard Business Review
Press.

lacob, M.E., Meertens, L.O., Jonkers, H,. Quartel, D.A.C.,
Nieuwenhuis, L.J.M. Sinderen, M.J. van, 2012, From
Enterprise Architecture to Business Models and back,
Software and Systems Modeling journal, December
2012, DOI10.1007/s10270-012-0304-6, Springer.

Ittersum, K. Van et al., 2004. A multidimensional
approach to measuring attribute importance. Advances
in consumer research, 31, pp.86-87.

Meertens, L.O., Iacob, M.E., Nieuwenhuis, L.J.M., 2012.
A method for business models development, In B.

41



Third International Symposium on Business Modeling and Software Design

Shishkov (editor), Business Modelling and Software
Design, Volume 109 of Lecture Notes in Business
Information Processing, pages 113-129. Springer
Berlin Heidelberg.

Peffers, K. et al., 2007. A design science research
methodology for information systems research.
Journal of Management Information Systems, 24(3),
pp-45-77.

Remenyi, D., 1999. Stop It Project Failures through Risk
Management, Newton, MA, USA: Butterworth-
Heinemann.

Tah, JJHM. & Carr, V., 2000. A proposal for construction
project risk assessment using fuzzy logic. Construction
Management and Economics, 18(4), pp.491-500.

Ward, J., Daniel, E. & Peppard, J., 2008. Building better
business cases for IT investments. MIS quarterly
executive, 7(1), pp.1-15.

Wolfswinkel, J.F., Furtmueller, E. & Wilderom, C.P.M.,
2013. Using grounded theory as a method for
rigorously reviewing literature. European Journal of
Information Systems, 22, pp.45-55.

42



Business Processes, Process Logic and Information Architecture
A Tentative Case Study

Coen Suurmond
RBK Group, Keulenstraat 18, 7418 EP Deventer, The Netherlands
csuurmond@rbk.nl

Keywords:

Abstract:

Process Logic, Information Architecture, Organisational Semiotics, Business Processes.

Subject of this paper is modelling the process logic of the business processes of an enterprise, taking into

account both the formal and the informal aspects of the organisation, but disregarding how the business
processes have developed over time in operational practice. The aim is to arrive at a stable information
architecture that has sufficient flexibility to absorb developments in the environment and in the enterprise
itself in the presentation layer and business rules, without affecting the information architecture itself.

1 INTRODUCTION

Subject of this paper is the modelling of the process
logic of the business processes of an enterprise (here
named AYS), taking into account both the formal
and the informal aspects of the organisation, but
independent of how the business processes have
developed over time in operational practice. The aim
is to arrive at a stable information architecture that
has sufficient flexibility to absorb developments in
the environment and in the enterprise itself in the
application software that will be built upon it. Parts
of this approach have been described in earlier
ICEIS and BMSD papers, in particular, papers
presented at ICEIS 2010, BMSD 2011, and BMSD
2012. This paper will present the preliminary results
of the application of this approach to a practical
case.

After this introduction, the second part of the
paper describes the problem and the backgrounds to
the issue. After a short explanation about the theory
of the firm and the role of semiotics in the case study
the role of the analysis and modelling of business
processes as foundation for the development of an
enterprise information system is explored.

The third part describes the backgrounds of the
enterprise where the study was carried out as well as
the most significant characteristics of the enterprise
itself. This is followed by a short description of how
the study was carried out and in particular of the
interaction between analyst and practitioners in such
a project.

The last part of the paper is the evaluation of the
results of the case study against several aspects.

Especially the process logic for the internal structure
of the business processes and the concept of lean IT
for the efficiency of the business processes are
important here.

2 MANUSCRIPT PREPARATION

2.1 Problem

The problem in this case study is the design of a
solid foundation for a newly to be developed
information system for the enterprise concerned. The
main aims for the enterprise are (1) to be able to
replace the current software package in the short
term without loss of essential functionality, (2) to
expand the new system in the slightly longer term to
provide the desired support for the enterprise’s
business processes and (3) to be capable of
supporting possible strategic scenarios (of which it
cannot be determined in advance if and when they
will occur) at some later date.

At first, the problem demands an information
architecture based on both the actual processes and
on the new processes envisioned in the strategic
scenarios. Meanwhile the architecture must allow
the implementation of just a number of key
functions at first to allow full decommissioning of
the current system. An essential feature of the
information architecture must be the maintainability
of the business rules in a number of areas because
the rules imposed by external stake holders are
subject to sudden and rapid change. Complying with
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these rules is required to operate in this line of
business.

The main idea behind the case study is that the
stability of the desired information architecture is
determined by its autonomy from chance factors and
passing circumstances. In other words, the main idea
is that the essential and durable structure of the
business processes should form the foundation of the
information architecture. This introduces the
question how this stability can best be found. This
approach presumes that the characteristics of
markets and products determine the essential
structure of the business processes for an enterprise.
To be active in a certain market, the enterprise has to
follow a number of social conventions that are
associated with the market and that place norms on
the behaviour of the individual enterprise in the
market. The same holds for the products of an
enterprise, for both material and immaterial
products. Of course, for material products a number
of physical rules and constraints apply as well, such
as food safety requirements in case of food products.

The idea is that hard statements can be made
regarding the structure of the business processes and
the associated information flows based on
knowledge of the norms that apply for markets and
products.

An additional motive to start the analysis of the
structure of business processes with the markets and
products is that this provides a better foundation for
the collaboration between analyst and practitioners
than the analysis of the current business processes of
the enterprise. This will be explored further in a later
paragraph.

2.2 Earlier Work

For the case study, we will rely on earlier theoretical
work, as presented at ICEIS 2010 and also at two
editions of BMSD, namely BMSD 2011 and BMSD
2012 (Suurmond, 2012; Suurmond 2013), and we
will also rely on a long-term involvement with the
Organisational Semiotics Community as well as on
extensive experience in the design of information
systems for the food processing industry. However,
this case concerns an electro-technical reparation
enterprise and thus presents an interesting case for
the transfer of practical experience between two very
different lines of business.

2.3 Theory

2.3.1 Theory of the Firm

An enterprise derives its existence from successfully
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delivering products to its markets. The two basic
requirements for sustainable business are market
demand and efficiency of production. Every
successful enterprise also has a form of ‘uniqueness’
that distinguishes it from its competitors and that
cannot be copied (Kay, 1993). This unique and
idiosyncratic character of an enterprise determines
its place on the market and can be found in partly
intangible factors such as company culture, history
and market trust or reputation. These factors can
indirectly be found in the company culture and
directly in the way in which individual employees
are dealing with individual cases in the business
processes. The latter is subject to acculturation
processes, with conscious and unconscious, designed
and historically grown mechanisms by which
individuals learn “how things are done here”.

This approach to the enterprise indicates that
how an enterprise operates and the operations within
an enterprise always have to be evaluated in light of
its position in the market. This does not mean that
the contribution to the market position is the only
norm; there are inescapable human and societal
norms after all. It does highlight that it is essential
for the continuity of the enterprise that the market is
the ultimate standard against which it is evaluated.
This holds for operational actions and it holds as
well for the actions taken by its management and for
its strategic choices. Therefore, in analysing
business processes and in designing an enterprise
information system to support those business
processes the orientation on the markets and
products of the enterprise should be the first
criterion.

From the above considerations it follows that the
metaphor of the enterprise as an organism is more
appropriate than the rationalistic and mechanistic
approach of the enterprise (De Geus, 1997). After
all, an enterprise is a social phenomenon in which
the actions are determined by social norms and by
interpretation processes. This means that modelling
business processes and information flows from a
purely rationalistic-mechanistic view or weakening
the strengths of an enterprise by reducing the
number of possible solutions in the business
processes have to be avoided in the development of
an enterprise information system.

2.3.2 Semiotics

Social communication happens through sign systems
and the interpretation of signs is partly determined
by history (the way in which signs were interpreted
in the past) and partly by context (and sometimes by
the way in which they are uttered as well, a certain
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inflexion of the voice for example).

Within business processes the efficiency requires
that much of the information can be processed by
systems. The sign systems created to this end are of
a formal nature: the meaning of variables and of
possibly of value ranges is recorded in the systems
in advance.

Within an organisation all kinds of capacities in
which information can appear can be distinguished.
Part of the information can be found in computer
based systems, part is ‘between the ears’ by training,
knowledge and experience and part is exchanged
through all manners of ad hoc communication. The
nature of the sign system determines the possible
interpretations of the information given. In part
because of the degree of formalisation.

Although semiotics remains in the background in
the case study, semiotic insights certainly play their
part in the analysis and modelling. This is especially
evident in the meaning of sign systems and of
interpretation processes in both the analyses and in
the business processes. It is also visible in the
prominent role played by social norms, in particular
in understanding business processes against the
background of the normative function of the markets
and products of the enterprise (Stamper, 2000; Liu,
2000).

2.3.3 Process Modelling and Information
System Development

Modelling business processes with the associated
information flows, and wvalidating the resulting
model, is a communal activity of two different kinds
of actors, each with a completely different
background. On the one hand there is the analyst
with communicative, analytic and modelling
competencies (accustomed to formalised sign
systems), on the other there is the practitioner with a
detailed knowledge of what happens in practice, of
organisational structures and procedures and
equipped with lots of tacit knowledge.

The difference in perception and background of
the different actors cannot be bridged by the analyst
transforming himself into a practitioner (or vice
versa). As well as the time such a transformation
would cost, it would mean a fundamental lack of
recognition for the difference between the role of the
analyst and the role of the practitioner. It might seem
tempting to unite all of the required knowledge and
experience in one person, but it would imply a major
risk of consigning the process of modelling and
analysis to the realm of tacit knowledge, with
pernicious  consequences for validation and

maintenance of the model. In effect it would be a
one man show.

The model that is to be constructed of the
business processes and the accompanying
information flows should represent the essential
structure, thus forming a stable basis for the
information system that is to be developed. As a
model it is an abstraction and not ‘true’ or ‘false’,
but suitable to a greater or lesser degree for the
purposes for which it was developed. A basic
condition is stability: it should be possible to support
all kinds of variations of the business processes by
one single model. A second condition is the
reduction of complexity: the model should enable
insight into the complex reality of concrete business
processes by omitting all kinds of details that are
irrelevant to the structure and by naming the
separate elements of the processes.

An abstract example of one aspect of modelling:
say that a certain production process moves through
three different steps and that these steps are
modelled as they are observed in practice:

Stage1 Stage 2 Stage 3

Later, the process is changed and the model with it:

Stage 1 Stap 2 Stap3

However, if the process elements had been analysed
further, the following model could have been the
outcome:

Stage A Stage B Stage C Stage D StageE StageF Stage G

In this last model with stages A through G both
process variants could have been represented. Before
the changes to the process stages A, B and C form
the first sub-process, D and E the second and finally
F and G the third sub-process. After the changes the
sub-processes encompass different stages (A, B
through F, G), but the basic model remains the same.

The major challenge is to distil those elements A
through G from the concrete business processes with
all of their details. It is not unusual to start from
interviews with practitioners from different layers of
the organisation combined with the analyst’s own
observations of the processes and information
products. Often, documents regarding the
organisation and those of the processes regarding
quality control are important sources in arriving at
an understanding of the processes. However, in
practice this springs a number of problems. The first
issue is the degree to which the formal
documentation of the organisation and its processes
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agrees with the organisational reality. Giving
prominence to these documents implies taking a
position regarding the value of these documents,
either negatively (‘worthless paper truths of the
managers’) or positively (‘we are trying to act in this
way, but it was not possible just now”). In both cases
the formal documentation is the leading norm in
taking stock of and evaluating the processes.

The second issue is the effectiveness and
efficiency of the Interviews with practitioners. On
the one hand the analyst can drown in details; on the
other essential elements of the business processes
might remain undiscussed. The analyst does not
know they are there, while to the practitioner they
are so obvious that it does not occur to him to
mention them. The same holds for looking into the
information products. How does the analyst find out
what is not there, what is left out because it is
supposed to be known or because the information is
obtained by other means?

Another approach is working from the
underlying norms of the enterprise. This begins with
an orientation on the markets and products of the
enterprise. After all, the enterprise exists because it
creates products for customers and this is given
shape in the business processes. The organisation
(and quality control) has to structure and stabilise
the business processes, but that should happen to
serve the higher purpose: to effectively serve
customers in an efficient manner. Needless to say,
other essential norms apply that lie outside of the
enterprise. Those are in part societal norms and in
part norms from specific stakeholders such as
regulations by the government (requirements for the
financial accounts are a striking example).

The norms that are based on markets, products
and external stakeholders are in general more stable
and accessible than all the ins and outs of the
business processes (especially when the analyst has
to work his way through lots of details before
isolating what is structural from what is irrelevant
for his purpose). On top of this, possible
developments in those norms are essential for the
internal structure of an enterprise. Those can be
developments as a consequence of strategic
decisions by the enterprise or external developments
that the enterprise has to follow if it wants to remain
in the market. The model of the business processes
should be capable of following those developments
without major structural changes.

2.3.4 Ontology and Ideal Type

Through the process logic the essential and stable
elements of business processes and information
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flows should be mapped. This aim can also be
distinguished in several ontological approaches.
Essentially, the process logic is used to define a
small and specific universe of discourse along with
the associated operations. Using a classification of
Poli the process logic could be placed under the term
formalized ontology: “...to find the proper formal
codification for the constructs descriptively
acquired...” (Poli, 2010), with the essential
difference however, that the intended constructs are
not obtained by means of “collection of such prima
facie information on types of items either in some
specific domain of analysis or in general” (Poli, p2),
but by a normative and critical analysis of the
enterprise against its background of its products and
markets.

The use by Dietz of the term ontology points in
the same direction: “Our goal is to understand the
essence of the construction and operation of
complete systems, more specifically, of enterprises”
(Dietz, 2006). In a very different time and against a
very different background Max Weber was
searching for a precise and consistent description of
social patterns and their backgrounds in his main
work Economy and Society: “In order to give a
precise meaning to these terms, it is necessary for
the sociologist to formulate pure ideal types of the
corresponding forms of actions which in each case
involve the highest possible degree of logical
integration by virtue of their complete adequacy on
the level of meaning” (Weber, 1968).

A marked difference between the ontology
approach as used in ICT and the use of the concept
of an ideal type of Weber is the way in which the
resulting model is viewed. Is it a basic design to
engineer the social world towards what it should be
or is it an instrument to understand patterns of rule-
based human action in a specific context? The
thinking behind the former idea is formulated clearly
by Dietz: “Contrary to many dissenting theories that
have been advanced in the past century,
organizations are artifacts. They are systems that are,
and have to be, designed and engineered, like any
other artifact” (Dietz, 2006). The latter is expressed
by Weber in two ways, directly following the earlier
quote: “...it is probably seldom if ever that a real
phenomenon can be found that corresponds exactly
to one of these ideally constructed pure types.”
(Weber, 1968) and “The more sharply and precisely
the ideal type has been constructed, thus the more
abstract and unrealistic in this sense it is, the better it
is able to perform its functions in formulating
terminology, classifications, and hypotheses”
(Weber, 1968).
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The approach of using the process logic as a
means to arrive at an information architecture shares
characteristics with both of the above approaches.
The concept of process logic is based on a Weberian
idealisation and it is based on an analysis of the
underlying norms of human action. The information
architecture that is based on process logic is an
especially good example of organisational
engineering: a formal and consistent model of the
essence of the business processes in an organisation.
However, since the organisation as a social
phenomenon is anything but an engineered system,
but rather an emergent system that is continuously
changing itself, the information architecture is not a
prescription to how the organisation ought to
behave. It works in the reverse direction: when the
organisation behaves and develops itself as
described by Taylor and Van Every (Taylor, 2000)
and when the actions of the organisations are at the
same time determined by a number of inescapable
rules, then it has to be possible to represent those
matters within the capricious daily organisation
reality that are essential to the business in the
information architecture.

3 DESCRIPTION OF THE CASE

3.1 Introduction

AYS is a leading service and repair business for
mainly audio-visual equipment of major brands
operating nationwide. The enterprise carries out both
on-site and carry-in repairs and has a network of six
branches for the on-site and smaller carry-in repairs
that service the different regions of the country.
Larger carry-in repairs are performed centrally in
Arnhem. The main contract partner is a leading
brand (represented by its national importer), AYS is
a certified partner and carries out all repairs in The
Netherlands for audio-visual equipment of this
brand. AYS is also active on a smaller scale in the
repairs of other brands and of other kinds of
electrical consumer products.
The key elements of AYS are:

e Both on-site repairs and carry-in repairs of
audio-visual consumer products

e National coverage with six regional branches

o Strong affiliation with a strong brand
e About 100 employees

3.2 Structure of AYS

The legal structure and the structure of the business
processes are rather different at first sight. AYS
presents itself to the outside world as one
homogeneous company with a specific service
package. There is also a strong centralisation in
terms of management and strategy; the head office
defines the corporate identity and determines how
the business is done. Legally there are a number of
different entities (each a separate legal person) on
three levels:

e Level 0: The holding

e Level 1: The main office and multiple entities
that are not involved in the servicing and repairs
and that will not be discussed here

e Level 2: The regional branches

The main office encompasses a number of central
services, the main workshop with reception desk for
carry in service and it provides the on-site service in
its region. The regional branches provide the on-site
service in their regions and they have a limited
workshop facility with a limited reception desk
service. The regional branches are either full
subsidiary companies or fully owned by an
independent entrepreneur.

3.3 Contracts, Agreements,
Commitments

Curiously, there is only a very limited use of formal
SLA’s. The affiliation between the importer and
AYS has much more the nature of a relational
contract in which the details of the mutual
obligations are not described as much as it is based
on trust, established practice and, especially, on the
binding effect of the settlement of financial claims
of work carried out by AYS that are accepted or
declined by the importer depending on the
circumstances (circumstances that are not always
known to AYS). Here, it is clear that this is not a
symmetrical relationship; it is the importer who
leads the way, who determines how matters must be
handled both materially and financially. In practice,
there are a multitude of agreements and expectations
regarding the handling of repairs (turnaround times,
success rates) and regarding the handling of the
financial side. Current practice is mainly based on
the knowledge and experience of a number of key
figures in the AYS organization (which is both a
weakness and a strength; a weakness because of the
dependence on individuals, a strength because it is
hard to reproduce and thus cannot easily be adopted
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by others outside of AYS).

For other products groups and brands the same
pattern holds and the size of the contract partner is
there too defining for the (a)symmetry of the
relationship between AYS and its contract partner.

3.4 Strategy

AYS has a growing strategy in two directions. The
first direction is diversifying the brands. Because
there is a strong current dependence on one brand,
AYS is investigating the possibilities to apply the
current competencies for audio-visual consumer
products to different brands. Potential new activities
are not foreseen to demand new processes. However,
it is possible that agreements and interactions with
new parties will take on new forms (but that also
holds true with regard to the current clients).

The second direction is to use the competencies
and the nationwide network for new activities, in
particular services to professional users. Potential
such activities are the servicing of permanent audio-
visual installations, both for companies to whom that
is the core process (informing and/or advertising to
its customers) and for companies where it concerns
more internal presentation capabilities. A different
possibility is to provide the entire handling of defect
equipment for larger retailers (logistics service
partner). Another possibility is to provide
installations of new audio-visual equipment to
professional users. Currently, there are some small-
scale activities in these directions and growth
towards full scale services is a real possibility.

3.5 Stakeholders

In principle AYS is dealing with one, two or three
external parties and with one or two internal parties
for one repair job. The external parties are the end
user (usually a consumer but it can be a company),
the direct supplier (big chains of nationwide
operating retailers), and the importer as
representative of the brand. The client of AYS is one
of these three parties and the details of the
‘preceding parties often have to be registered as well
(the consumer has two preceding parties and the
importer has none). The contractor is one of the
AYS branches which can subcontract the work in
whole or in part to another branch of AYS.

Each stakeholder has its own way of providing
and requesting (or demanding) information and of
tracking the work and handling the financial side.
Moreover, these patterns are subject to unpredictable
change. The use of references by the stakeholders is
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also erratic. Standards for dealing with warranty
conditions and for the execution of work differ per
stakeholder. Market and power relations determine
who is in charge, and as a smaller party AYS usually
has to comply with the demands and expectations of
the (much) bigger clients. Here, logic and facts can
sometimes be set aside. The flexibility with which
AYS deals with these complex and rapidly changing
practices is an essential factor for the internal costs
and for successfully getting the remuneration for the
performed work.

NB: The term ‘customer’ is difficult to apply in
the case of AYS, because there are so many kinds.
Because of this, the term will be avoided as much as
possible.

4 SOME PRACTICAL ISSUES IN
THIS CASE STUDY

4.1 Creating Common Background
between Analyst and Practitioner

The analysis and modelling took place in a series of
open conversations and presentations with
discussions with two of the three executive
managers / owners. As indicated the aim was to
arrive at a stable information architecture for the
enterprise. The stability of the architecture requires
that it is based on the underlying lasting patterns of
the business processes, as well as on an
understanding of the markets and products, trends
and strategic scenarios. At the same time
practitioners will take a perspective based on their
everyday work and will mainly be focused on their
current operational obstructions. To them, the
benchmark for the description and model of the
business processes is their daily practice, as it should
be. However, at the end of the process of analysis
and modelling the analyst should have a sufficient
grasp on the operational processes and the company
culture, while the practitioners should have a
sufficient grasp of the abstracted view of their
processes. Without this resulting communal basis it
will not be possible to discuss and evaluate the result
of the modelling in a fruitful manner.

The background to all of this work is formed by
the norms imposed by the external stakeholders, the
norms imposed by the nature of the products and the
norms that originate from the enterprise itself. It is
up to the practitioners to indicate these norms and it
is up to the analyst to formulate these norms in a
precise manner and to continuously test these norms



Business Processes, Process Logic and Information Architecture - A Tentative Case Study

against the background of the business environment.
Here, it will often prove necessary to adjust the way
in which the norms are formulated; either by
adjusting the norm itself or by adjusting the
circumstances under which the norm applies. One of
the results of the analysis of the norms is that it
becomes clear which norms are hard with hard
conditions and context (and thus suitable for
machine interpretation) and which norms are either
‘soft” or significantly subject to circumstances (and
which thus involve direct human interpretation and
responsibility in applying the norm to a concrete
case).

4.2 Rigid Principles Bring Practical
Solutions

The purpose of this phase of analysis and modelling
was not to solve current problems (other than the
problem of replacing the current software package
which could not be maintained), neither was it to
evaluate and to take stock of the demands and
wishes of AYS regarding the new information
system. Because of this it was remarkable to see the
following pattern emerge at a number of times
(especially in the latter stages):

e Within the process logic a sharp distinction is
drawn between two processes

e The practitioners react at first by projecting their
view of current practice onto the model. This can
result in an initial negative reaction: we do not
recognise our processes!

e Next, a discussion emerges about the correctness
of the formulated model against the background
of the norms within the organisation (mainly in
the area of responsibilities for the end result and
for the costs) and those outside of the
organisation (what do the external stakeholders
demand)

e Sometimes the discussion results in adjustments
to the norms and/or to the model (but not in most
cases)

e Finally, the practitioners conclude that by
working according to the formulated model a
number of current practical problems will be
solved, because those problems are the result of a
muddying of the boundaries between two
processes

An important example of this pattern is the
introduction of the concept of transfers combined
with the concept of a process step and the
assignment of a service order to a single branch. One
of the principal norms in the enterprise is that of

turnaround time. External stakeholders link the
remuneration for a repair to the meeting of the
agreed upon turnaround time. Thus, the monitoring
of turnaround times is a crucial component to the
internal monitoring of the service orders. Because of
the current out-dated information system, but also
because of how the work floor is organised, this
monitoring is at present a cumbersome and
vulnerable process. Building software that supports
the current practice would likely be a major task,
with lots of maintenance afterwards.

By making the current practice explicit by
modelling a number of successive process steps
(receipt — administrative screening — technical
screening — actual repair — preparation for shipping —
shipping) and by explicitly naming the transition
between process steps as a transfer, it becomes a
trivial job to evaluate both internal and external
turnaround times per process step in the new
information system. The explicit transfer between
process steps also improves organisational clarity:
w