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This book contains the proceedings of BMSD 2013 – the Third International Symposium on 
Business Modeling and Software Design, held in Noordwijkerhout, The Netherlands, on July 8 – 
10, 2013. The proceedings consists of 33 high-quality research and experience papers that have not 
been published previously. These papers have undergone a detailed peer-review process and were 
selected based on rigorous quality standards. 
 
The symposium has been organized and sponsored by the Interdisciplinary Institute for 
Collaboration and Research on Enterprise Systems and Technology (IICREST), in cooperation 
with the Dutch Research School for Information and Knowledge Systems (SIKS), the Center for 
Telematics and Information Technology (CTIT), Aristotle University of Thessaloniki (AUTH), and 
AMAKOTA Ltd. 
 
The third edition of BMSD has been inspired by two previous very successful editions of the 
symposium, namely BMSD 2011 (Sofia, Bulgaria) and BMSD 2012 (Geneva, Switzerland). We have 
all succeeded in establishing and maintaining high scientific quality and stimulating collaborative 
atmosphere. Touching upon business modeling and its relation to software design, BMSD is 
characterized by a high level of interaction among leading scientists, engineers, and practitioners in 
the area. The gap between information systems and underlying business models continues to pose 
challenges to systems engineers, IT architects, and software developers. The scientific areas of 
interest to BMSD 2013 are: (i) Business Models and Requirements; (ii) Business Models and 
Services; (iii) Business Models and Software; (iv) Information Systems Architectures. Each year, a 
specific theme is chosen, for making presentations and discussions more focused. The theme of 
BMSD 2013 is: Enterprise Engineering and Software Generation. 
 
Business / Enterprise models and architectures are in the focus of a great number of researchers 
and practitioners not only because enterprise complexity increases but also because it is becoming 
more and more evident that information systems development failures would be inevitable without 
adequate underlying business models. Within the last 15 years, numerous research activities have 
been devoted to bringing together Business Modeling and Software Design – we saw Enterprise 
Ontology, Model-Driven Engineering, and so on. This impacted the Requirements Engineering 
discipline. All those efforts have aimed at closing the gap between business and IT systems, 
acknowledging that not grasping correctly and exhaustively a business system would inevitably lead 
to consequent software failures. Recently, Service-Orientation + Cloud Computing as well as 
Autonomic Computing + Context-Aware Computing have appeared as promising paradigms in 
this regard. Nevertheless, the software development Community still misses a practically usable and 
widely accepted business-IT alignment methodology that is theoretically rooted. BMSD 2013 has 
addressed this and other related challenges, by considering a large number of research topics: from 
more conceptual ones, such as enterprise engineering and business - IT alignment, business process 
(workflow) modeling and modeling languages, business process verification and execution, maturity 
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models, value modeling, normalized enterprise systems, intelligent systems, ontology reasoning and 
Semiotics, to more technical ones, such as software specification, use cases, (web) services - 
choreography modeling and variability issues, database clusters, and 'e-applications' (in Healthcare 
and Transport), from more business-oriented ones, such as enterprise architecture management, 
enterprise resource planning, and requirements specification, key performance indicators to IT 
architectures –related topics. We believe that all these research contributions highlight challenging 
(technical) problems and present innovative solutions relevant to the above-mentioned scientific 
areas. 
 
The 33 published papers (including several Invited Papers) were selected from 56 submissions 
(compared to 46 submissions in 2012 and 58 submissions in 2011) and 13 of these papers were 
selected for a 30-minutes oral presentation (Full Papers); in addition, 20 papers were selected for a 
20-minutes oral presentation (Short Papers and Special Sessions Papers). Hence, the full-paper 
acceptance ratio of 23% shows a high level of quality which we intend to maintain and reinforce in 
the following editions of the symposium. Further, the BMSD’13 authors are from: Belgium, 
Bulgaria, Finland, Germany, Japan, Luxembourg, The Netherlands, Norway, Russia, Saudi Arabia, 
Switzerland, Thailand, Turkey, and United Kingdom (listed alphabetically); this makes 14 countries 
in total (compared to 11 countries having been represented in 2012 and 10 countries – in 2011); 7 
countries, nevertheless, have been represented in all 3 BMSD editions so far, these are: Belgium, 
Bulgaria, Germany, The Netherlands, Switzerland, Russia, and United Kingdom. This clearly 
indicates for a strong European influence which we aim at maintaining and developing further 
while at the same time adding more countries and regions to the ‘BMSD Map’. 
 
The current proceedings' Publisher is SCITEPRESS and we deliver not only printed proceedings 
but also an electronic version of the proceedings - all presented papers will be made available at the 
SCITEPRESS Digital Library by September, 2013. Furthermore, the proceedings will be submitted 
for indexation by DBLP (Computer Science Bibliography). Finally, the authors of around ten 
selected papers presented at BMSD 2013 will be invited by Springer-Verlag to submit revised and 
extended versions of their papers for publication in a Springer LNBIP (Lecture Notes in Business 
Information Processing) Series book. 
 
The high quality of the BMSD 2013 program is enhanced by three Keynote Lectures, delivered by 
distinguished guests who are renowned experts in their fields, including (alphabetically): Marco 
Aiello (University of Groningen, The Netherlands), Kecheng Liu (University of Reading, United 
Kingdom), and Leszek Maciaszek (Wroclaw University of Economics, Poland). In addition, the 
Keynote Speakers and other BMSD’13 participants will take part in a panel discussion and also in 
informal discussions focused on community building and project acquisition. These high points in 
the symposium program would definitely contribute to maintaining the event’s high quality and its 
stable and motivated Community; probably it would be interesting mentioning that two thirds of 
those who attended BMSD 2012 are among the BMSD’13 participants. 
 
Building an interesting and successful program for the symposium required the dedicated efforts of 
many people. Firstly, we must thank the Authors, whose research and development achievements 
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are recorded here. Secondly, the Program Committee members each deserve credit for the diligent 
and rigorous peer-reviewing and paper selection process. Further, we appreciate the willingness of 
SCITEPRESS to publish the current proceedings and we turn especially to Vitor Pedrosa with 
sincere words of gratitude for his brilliant collaboration and perfect work with regard to the 
proceedings preparation. We would also like to compliment the excellent organization provided by 
the IICREST team; it did all necessary preparations for a stimulating and productive event, 
supported by its logistics partner, AMAKOTA Ltd. Last but not least, we thank the Keynote 
Speakers for their invaluable contribution and for taking the time to synthesize and deliver their 
talks. 
 
We wish you all an inspiring symposium and an enjoyable stay in the beautiful Noordwijk area in 
The Netherlands. We look forward to seeing you next year in Luxembourg, for the Fourth 
International Symposium on Business Modeling and Software Design (BMSD 2014), details of 
which will be made available at http://www.is-bmsd.org. 

 

Boris Shishkov 

IICREST, Bulgaria 
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Smartness and the Power Grid: An Information Systems Perspective
 

Marco Aiello 
University of Groningen, Groningen, The Netherlands 

M.Aiello@rug.nl 

 

Abstract: The Smart Power Grid promises to not only provide for a more reliable distribution infrastructure, but also 
give the end-users better pricing, information, and freedom. The promise is fueled by a pervasive 
digitalization of the energy production and distribution network that will finally involve both utilities, 
governments, and end-users. The real advantages of the smart grid will be available to all, only if the 
physical infrastructure of energy distribution is supported by adequate information systems. In this talk, I 
will review the current state and possible evolutions of the concept of a smart grid, I will point to the data 
that future information systems will need to manage and, finally, indicate possible uses for such 
information. 

BRIEF BIOGRAPHY 

Marco Aiello is Full Professor of Distributed 
Systems at the Johann Bernoulli Institute for 
Mathematics and Computer Science of the 
University of Groningen, The Netherlands. Member 
of Energy Academy Europe, he focuses on ICT 
research related to Smart Grids and in particular on 
the low voltage distribution network and on 
buildings connected to it. He is the Technical 
Manager of the EU project GreenerBuildings and PI 
of the Dutch Energy Smart Offices. He was also the 
PI of a Dutch project on variability modeling and 
service orientation for governmental business 
processes (SaS-LeG). Prior to joining the University 
of Groningen he was a Lise Meitner fellow at the 
Technical University of Vienna (Austria) from 
which he obtained the habilitation. Before he has 
been assistant professor at the University of Trento 
(Italy). He holds a Ph.D. from the University of 
Amsterdam (2002) and a degree in Computer 
Engineering cum Laude from the University of 
Rome, La Sapienza (1997). More information is 
available at www.cs.rug.nl/~aiellom and 
www.distributedsystems.nl.  
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Organisational Semiotics for Co-Design of Business and IT Systems
 

Kecheng Liu 
University of Reading, Reading, UK 

K.Liu@reading.ac.uk 

 

Abstract: There is often a tension between IT and business systems, because of the changing business requirements. 
An IT system, that at one time may be highly supportive, after some time, could become inadequate to 
business operations and be regarded as a legacy system. Such a problem may be caused by a number of 
factors. One is that IT systems and business processes are not treated as one integral unit; and therefore the 
misalignment between the business and IT systems may occur. Calibration and alignment of IT and business 
systems have to be regularly performed. Much effort in industry and academia has been made in searching 
for solutions, through investigation of, e.g., flexible architecture of IT systems, evolutionary information 
systems and co-evolution of IT systems and business processes. But the results have often been far from 
being satisfactory. The co-design of business and IT systems introduced in the keynote is an approach 
towards this direction. An IT system is viewed as a part of the business organisation, and the design of the 
business organisation will derive the design of IT system, with the IT system design being a by-product. The 
organic integration of IT into the business processes will allow both systems to evolve naturally. The co-
design approach from the perspective of organisational semiotics in this talk will be presented as a 
methodological foundation for modelling the business organisation. An organisation is analysed and 
modelled as the informal, formal and automated components which interact and support each other. 
Modelling the organisation will involve the solicitation and representation of the norms that govern the 
behaviour in each part. The presentation of this method of co-design will be followed by an illustration of 
the method applied in integrating the healthcare enterprise, with a discussion on future research. 

BRIEF BIOGRAPHY 

Professor Kecheng Liu, Fellow of the British 
Computer Society, holds a professorial chair of 
Applied Informatics at the University of Reading, 
UK. He is Director of Informatics Research Centre, 
and Head of School of Business Informatics, 
Systems and Accounting, a constituent school within 
Henley Business School. He has published 14 books 
and over 200 papers in the fields of business 
informatics. As a key international figure in business 
informatics and organisational semiotics, he was one 
of the founders and also the chair of a series of 
international workshops and conferences on 
Informatics and Semiotics in Organisations. His 
research interests span from information systems 
methodology, requirements engineering, pervasive 
informatics, intelligent systems enabling sustainable 
working and living, information management in 
healthcare and, recently, pragmatic web. He has 

supervised 50 PhD students spreading in many 
countries and regions such as Chile, Brazil, The 
Netherlands, Portugal, Saudi Arab, Iran, Singapore, 
Hong Kong, China and the UK. He has been visiting 
professor in a number of prestigious Chinese 
Universities, including Renmin, Beijing Institute of 
Technology, and Shanghai University of Finance 
and Economics.  
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Dependency Analysis for Developing Maintainable Systems –
Hierarchy is Not Old Hat 

 

Leszek Maciaszek 
Wroclaw University of Economics, Wroclaw, Poland 

Leszek.Maciaszek@ue.wroc.pl 

 

Abstract: Complexity is defined as the degree to which a software system is difficult to understand, maintain and 
evolve. The main difficulty stems from complex interactions (dependencies) between system 
components/services. The dependencies can be enforced in the architectural design and can be managed by 
analyzing the implementation code. This keynote addresses software complexity, offers a meta-architecture 
that minimizes software dependencies, and presents a method to monitor software dependencies. The aim is 
to produce systems possessing the quality of maintainability. Architectural intent for maintainable systems 
is invariably some sort of hierarchical layered structure. The holon abstraction - introduced by Arthur 
Koestler to interpret the structures and processes in living systems - is applied as an approach to restraining 
software complexity. 

BRIEF BIOGRAPHY 

Leszek A. Maciaszek is the Director of Institute of 
Business Informatics and Head of Department of 
MIS Engineering at Wroclaw University of 
Economics. He holds also an Honorary Research 
Fellow position at Macquarie University - Sydney, 
Australia. He is internationally recognized mostly 
for his work in database technology, software 
engineering and systems analysis and design. He has 
worked as a Visiting Professor/Scientist in more 
than 20 universities/research centres in countries on 
four continents; has authored about 150 peer-
reviewed publications (including Prentice-Hall and 
Addison-Wesley books, some translated from 
English to Chinese, Russian and Italian); has 
initiated a number of yearly international 
conferences, including ENASE and FedCSIS; has 
served as an expert, reviewer and advisor to 
international corporations, government bodies and 
ministries (currently a member an advisory council 
to the Minister of Administration and Digitization of 
the Republic of Poland); has been a reviewer and 
evaluator to European Commission of FP7 projects.  
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Challenges of Modelling Landscapes
Pragmatics Swept Under the Carpet?

Marija Bjeković and Henderik A. Proper
Public Research Centre Henri Tudor, Luxembourg, Luxembourg

Radboud University Nijmegen, Nijmegen, The Netherlands
EE-Team1, Luxembourg, Luxembourg
{marija.bjekovic, erik.proper}@tudor.lu

Keywords: Model, Modelling Language, Model Integration.

Abstract: In enterprise modelling, a wide range of models and languages is used to support different purposes. If
left uncontrolled, this can easily result in a fragmented perspective on the enterprise, its processes and IT
support. On its turn, this negatively affects traceability, the ability to do crosscutting analysis, and the overall
coherence of models. Different strategies are suggested to achieve model integration. They mainly address
syntactic-semantics aspects of models/languages, and only to a limited extent their pragmatics. In actual use,
the ‘standardising’ and ‘integrating’ effects of traditional approaches (e.g. UML, ArchiMate) erodes. This is
typically manifested by the emergence of local ‘dialects’, ‘light weight versions’, as well as extensions of the
standard to cover ‘missing aspects’. This paper aims to create more awareness of the factors that are at play
when creating integrated modelling landscapes. Relying on our ongoing research, we develop a fundamental
understanding of the driving forces and challenges related to modelling and linguitic variety within modelling
landscapes. In particular, the paper discusses the effect of a priori fixed languages in modelling and model
integration efforts, and argues that they bring about the risk of neglecting the pragmatic richness needed across
practical modelling situations.

1 INTRODUCTION

Enterprise models play an important role in the design
and operations of enterprises (Bubenko et al., 2010).
More specifically, enterprise models can be used to
study the current state of an enterprise, analyse prob-
lems with regard to the current situation, sketch po-
tential future scenarios, design future states of the
enterprise, communicate with stakeholders, manage
change, etc. ((Davies et al., 2006), (Bubenko et al.,
2010), (Anaby-Tavor et al., 2010)).

Next to the fact that enterprise models are cre-
ated for different purposes, it is necessary to do so
from different perspectives, such as business pro-
cesses, value exchanges, products and services, in-
formation systems, etc. In the field of information
systems engineering, the use of a multi-perspective
approach has long since been advocated, e.g. (Wood–
Harper et al., 1985), (Zachman, 1987). For enter-

1The Enterprise Engineering Team (EE-Team) is a col-
laboration between Public Research Centre Henri Tudor,
Radboud University Nijmegen and HAN University of Ap-
plied Sciences (www.ee-team.eu).

prise modelling, there is even a broader set of per-
spectives to consider ((Frank, 2002), (Winter and Fis-
cher, 2007), (Greefhorst et al., 2006), (Wagter et al.,
2012)).

The collection of models that jointly represent
the different perspectives of one enterprise, are of-
ten expressed using different modelling languages, in-
cluding UML (OMG, 2003), BPMN (OMG, 2008),
ArchiMate (Iacob et al., 2012), i* (Yu and Mylopou-
los, 1996), e3Value (Gordijn and Akkermans, 2003),
SBVR (OMG, 2006), etc. Throughout this paper, we
will use the term enterprise modelling landscape, or
simply modelling landscape, to refer to the variety of
models and corresponding modelling languages used
in a specific enterprise modelling effort2.

Since the models included in an enterprise mod-
elling landscape provide different views on the same
enterprise, it is quite natural to expect that the sets of
models form a coherent whole; i.e. linked where rele-
vant and consistent as a whole. A plethora of models

2The scope of a particular enterprise modelling effort
can be only one project, cross-project considerations, entire
enterprise etc.
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and modelling languages may easily result in a frag-
mented perspectives on the enterprise, which is likely
to have a negative impact on the traceability across
different models, the ability to do crosscutting anal-
ysis, to manage inconsistency3 and to ensure overall
coherence of e.g. the design of the enterprise. The
fact that different models are usually expressed in dif-
ferent modelling languages makes it even harder to
maintain the coherence.

The traditional approach of dealing with fragmen-
tation in modelling landscapes is to create an inte-
grated/unified modelling language, such as UML and
ArchiMate. However, in actual use, one can observe
how the ‘standardising’ and ‘integrating’ effect of
such languages erodes. This typically manifests itself
in terms of local ‘dialects’, ‘light weight versions’, or
several extensions of an existing standard that are in-
tended to deal with ‘missing aspects’. This point is il-
lustrated by the advent of domain or purpose-specific
(modelling) languages that allow for the creation of
models that are tuned to the needs of specific domains
or purposes. At the same time, there exists a number
of approaches that aim to alleviate this fragmenting
effect by assuring the links between the different lan-
guages definitions, see e.g. ((Frank, 2002), (Vernadat,
2002), (Anaya et al., 2010)). Typically, these links
are defined based on the standardised definition of the
language, in particular its semantics (as in e.g. (Anaya
et al., 2010)).

As we will discuss throughout this paper, the
drivers of language standardisation are predominantly
of technical nature (Hoppenbrouwers, 2003). There
are clear benefits of language standardisation. For in-
stance, it is generally considered as a necessary con-
dition for CASE tool development. In addition, it is
a first step towards automating some model manip-
ulations, e.g. model transformations (including code
generation). Nonetheless, the potential benefits of
standardised languages tend to be quickly generalised
to the entire modelling endeavour. What goes practi-
cally unquestioned, in aiming for language standardi-
sation, is whether fixed languages can be used at all in
different modelling contexts and with different stake-
holder groups. For instance, in ((Kaidalova et al.,
2012), (Bubenko et al., 2010)) it is observed that the
choice of formalism should be related the given mod-
elling task and audience. For example, when the lan-
guage chosen is rather too formal for stakeholders, it
can hinder the modelling process.

We will argue, that standardising/fixing a mod-
elling language leads to a situation in which the
pragmatic richness that is needed across various

3Allow inconsistencies between models, e.g. due to dif-
ferent views by differing stakeholders, in a controlled way.

modelling situations in practice is neglected. This
brings about the risk of sweeping pragmatics un-
der the carpet. Indeed, various surveys ((Malavolta
et al., 2012), (Kaidalova et al., 2012)) and empir-
ical studies ((Anaby-Tavor et al., 2010), (Karlsen,
2011), (Briand et al., 1995), (Elahi et al., 2008)) re-
porting on practical experiences with enterprise mod-
elling, point at the need for flexibility in modelling.
At the same time they observe a lack in flexibil-
ity of tools and the underlying (fixed) languages
to aptly fit the needs of specific modelling situa-
tions. This often leads to different levels of disci-
pline in which the standard language is obeyed to,
e.g. resulting in dialect-like variations of the orig-
inal language ((Bubenko et al., 2010), (Malavolta
et al., 2012), (Briand et al., 1995), (Elahi et al.,
2008), (Karlsen, 2011)), or workarounds (e.g. us-
ing ad hoc notes and annotations) to compensate
for the missing elements in the language/tool (De-
len et al., 2005). This may even go as far as
the use of home-grown, organisation-specific semi-
structured models/languages instead of the standard
notation ((Anaby-Tavor et al., 2010), (Malavolta
et al., 2012), (Karlsen, 2011)).

In our view, this indicates a lack of fundamental
understanding of the role of language in modelling,
and more specifically, the place of fixed language in
attempts to integrate models. In this paper, based on
our ongoing research, we intend to shed more light on
this topic. We will therefore start in Section 2 with a
discussion on the potential benefits of standardising
modelling languages. In Sections 3 and 4 we then
explore the effects of their use in modelling and inte-
gration respectively, also identifying more explicitly
the risk of sweeping pragmatics under the carpet of
the modelling landscape. We then continue in Sec-
tion 5 with a fundamental discussion of models and
modelling. This understanding is used then to discuss
in Section 6 the role of modelling languages, and their
potential standardisation. In the conclusion, we syn-
thesise the insights and suggest the direction to ex-
plore more realistic strategies for creating and man-
aging modelling landscapes.

2 STANDARDISATION

In our field, we typically deal with linguistic mod-
els (Karagiannis and Höfferer, 2006), i.e. models ex-
pressed in a modelling language. A further distinc-
tion can be made between textual and graphical lan-
guages (Harel and Rumpe, 2004). Given their signifi-
cant usage in enterprise modelling efforts, our discus-
sion focusses on graphical languages. Traditionally, a
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modelling language is defined in terms of an abstract
syntax, a concrete syntax and semantics.

The abstract syntax defines the basic elements and
rules for creating models. The abstract syntax of
graphical modelling language is commonly given by
means of the meta-model. The meta-model actually
represents the conceptual foundation of the modelling
language, i.e. a specific classification of concepts to
be used in discourse about the ‘world’ (Falkenberg
et al., 1998). As such, the meta-model provides a par-
ticular ontological position filtering the view on the
‘world’ that one chooses to take (Falkenberg et al.,
1998). It is also argued in (Falkenberg et al., 1998)
that all other aspects of the modelling language de-
pend on the concepts contained in the meta-model.

The concrete syntax or notation deals with the (vi-
sual) representation of the modelling language on the
medium, by defining the visual symbols and rules for
their combination (and their correspondence to the ab-
stract syntax of the language. The medium itself can
for example be restricted to a specific form, such as
graphical, textual, or video, but the notation in gen-
eral can also be restricted in terms of fonts, icons and
layout rules. See e.g. (Moody, 2009).

The semantics deals with the meaning of a mod-
elling language. The conventional way of defining
semantics is in terms of a semantic domain and a se-
mantic mapping (Harel and Rumpe, 2004). Accord-
ing to (Harel and Rumpe, 2004), the semantic do-
main captures the “decisions about the kinds of things
language should express” (Harel and Rumpe, 2004,
p. 68). The semantic mapping, in turn, establishes
the correspondence from syntactic elements to the se-
mantic domain. However, this approach to defining
semantics is required for the mechanical manipula-
tion of models, e.g. by computer tools, since they can
only manipulate semantics in terms of syntactic rep-
resentations (Harel and Rumpe, 2004). We propose
to label this aspect of semantics as syntactic seman-
tics. In the realm of human use of language, meaning
is approached differently by taking into account the
entire context in which the linguistic communication
is embedded and the function of linguistic utterances
in that context4. We propose to label this aspect of
semantics as pragmatic semantics. When stakehold-
ers use modelling language in modelling, they address
the semantics from this perspective. We will discuss
this topic further in Section 6.

As illustrated in Figure 1, the fixed i.e. standard-
ised definition of the modelling language a priori
identifies and restricts the intended sets of models the

4This way of addressing meaning is inherent to the func-
tional perspective or action tradition on language. We will
elaborate this in the Section 6

ML Pragmatics 
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SPECIFICATION 

INTENDED 
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MODEL SETS 

ACTUAL 
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Figure 1: Intended and actual use of the modelling lan-
guage.

language allows to express. This also limits the sets
of intended modelling situations in which, by using
a particular fixed language, a satisfactory model of
the domain can be produced. Therefore, when freez-
ing languages (Hoppenbrouwers, 2003), the design-
ers of the language, implicitly or explicitly, restrict
the intended use of a language. The more models a
language can ‘produce’, the more expressive the lan-
guage is. However, the actual suitability of the lan-
guage is dependent on the particular modelling situa-
tion in which language is used. It refers to whether
the modelling language allows to create the model
of the domain such that it satisfies the needs of ac-
tual modelling situation (e.g. the level of detail in do-
main, coverage of specific aspects, specific form etc.).
This is the area of modelling pragmatics. According
to (Thalheim, 2012), it studies the use of languages
in a particular modelling situation depending on the
purposes and goals of models within a community of
practice.

In most cases, graphical modelling languages are
defined semi-formally, i.e. with explicit (and more or
less formal) definitions of the (abstract and concrete)
syntax. The conceptual foundation of the language
may be defined at different levels of genericity (i.e.
involving more or less generic concepts). This influ-
ences the intended model sets supported by the lan-
guage. Also, different syntactic restrictions may be
included in the language definition, further restricting
intended model sets. The semantics is, however, usu-
ally given in an informal manner in the language spec-
ification, i.e. using natural language. The latter does
not lend itself that easily to machine interpretation.
Formally defined semantics is required for making the
language specification (fully) machine readable. The
standard and precise definition of modelling language
syntax and semantics is indeed pre-requisite for au-
tomation. This makes possible e.g. model transforma-
tions, interoperability, computer-aided analysis tech-
niques, simulation, and (developing tools for) various
other manipulations of models. These are some clear
benefits of fixed languages, and one possible strategy
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to ensure a return on modelling effort.
The predominant factor for a priori fixing the

modelling language is therefore the technology (Hop-
penbrouwers, 2003), i.e. the fact that mechanical ma-
nipulation of models requires fixed representations. It
is also assumed that by having standard (and precise)
definition of the modelling language, all the meta-
discussions on concepts can be avoided. This would
contribute to the certainty and efficiency of commu-
nication (Hoppenbrouwers, 2003), and shared under-
standing of models would be easier to reach.

However, as the next two Sections will discuss,
standardisation comes at a cost, in particular for prag-
matics, which ends up being swept under the carpet.

3 USE OF FIXED LANGUAGES

A key problem in the use of fixed languages in mod-
elling is rooted in the lack of suitability of a language
for an actual modelling situation. It is indeed often
the case that the choice of the modelling language is
imposed from the “outside” onto the modelling situa-
tion. Typically, the existing modelling infrastructures
within the enterprise, the expertise of the modelling
team, etc. constrain the choice of the language.

As reported in several surveys on the practice of
modelling, see e.g. (Davies et al., 2006) (Anaby-
Tavor et al., 2010) (Malavolta et al., 2012), general-
purpose modelling languages are the most widely
used modelling languages. Nonetheless, these sur-
veys also indicate that ‘variants’ of these languages
are in place. For instance, several experience reports
of the use of i* in specific situations (Briand et al.,
1995) (Elahi et al., 2008) explain in detail why and
how the language was extended to be able to make
models that satisfy the needs of the given modelling
situation. In the case of ArchiMate, this has e.g.
resulted in the suggestion to distinguish between a
‘sketching’ and a ‘designing’ (Lankhorst et al., 2005)
variation of the notation (using more sketchy lines and
more informal looking fonts). This variation can even
be combined in one model to differentiate between
the status of different parts of the model. On the same
line, (Malavolta et al., 2012) indicate the need for in-
formal ‘variants’ of (software and enterprise) archi-
tecture models for their communication to different
stakeholders.

In our view, these ‘variants’ are essentially
purpose-specific variations of the same original
generic modelling language, differing only in their
syntactic and semantic restrictions, i.e. purpose-
specific modelling languages (Bjeković et al., 2012).
They emerge from the need to make the language suit-

able for the communicative task in the actual mod-
elling situation at hand. When the modelling lan-
guage used is not suitable enough, variations will
emerge to compensate for this lack of suitability.
Pragmatics re-emerging from under the carpet.

An extreme case of adapting the language to the
actual modelling situation is the use of ‘home-grown’
notations (Anaby-Tavor et al., 2010) and/or emergent
modelling languages, i.e. the languages that are be-
ing constructed along the modelling process. For
instance, in (Anaby-Tavor et al., 2010) business ar-
chitects express a clear preference for home-grown,
semi-structured models, since they offer flexibility in
terms of re-factoring, delayed commitment to syn-
tax, and closer fit to the inherent way of thinking in
these phases. These semi-structured models emerged
through the repeated use in similar modelling situa-
tions, whereby the sets of concepts and their mean-
ings, and (right level of) restrictions gradually yielded
a new language.

Collaborative modelling situations also demon-
strate the challenge of adequate modelling support.
For instance, in situations whose primary goal is col-
lective knowledge creation, e.g. developing vision and
strategy, scoping the problem, and high-level busi-
ness design, the need for simple and intuitive mod-
elling notations, as well as unconstrained medium
(e.g. plastic walls, whiteboards) prevails (Bubenko
et al., 2010). As most stakeholders do not have mod-
elling expertise, the language and tools have to ac-
commodate this, and thus are required to be simple,
intuitive, and corresponding to the natural interaction
that occurs in such situations (Barjis, 2009).

Depending on the nature of a modelling situation,
the modelling language is, to a greater or lesser de-
gree, able to support the formulation of the desired
models. We have discussed a number of different
strategies used in practice to compensate for the lack
of language suitability. These strategies in one way
or the other act on the language specification, aiming
to ‘extend’ the actual sets of models which a given
language can express. In doing so, there is inevitably
the risk of violating the intended pragmatics of the
fixed language. However, such a practice may well
be an indication that the pragmatic richness of mod-
elling situations to be supported by the language has
not been adequately taken into account when the lan-
guage was designed. In our view, answering this
dilemma requires a more fundamental understanding
of the role of language in modelling.
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4 MODEL INTEGRATION

Since enterprises are modelled using different mod-
els/views, it is desirable to maintain their coherence.
The use of a wide range of models and modelling
languages can easily lead to a fragmentation of the
modelling landscape; i.e. a break up of coherence. To
avoid or deal with such a situation, different strate-
gies are employed, e.g. ((Frank, 2002), (Iacob et al.,
2012), (Anaya et al., 2010)). We classify them into
language unification and language federation strat-
egy. They both address the integration challenge at
the level of fixed language definition. In this section,
we discuss some of the challenges that such an ap-
proach raises.

The strategy of unification of enterprise modelling
language(s) has the ambition to define a standard set
of constructs in which all the models (i.e. perspec-
tives) can be expressed. The unified language is in-
tended to be used instead of the different languages
that partially cover the domain of interest. We can ob-
serve this logic in the definition of UML, ArchiMate,
as well as language of EKD method (Stirna and Pers-
son, 2012). This approach boils down to preventing
the fragmentation from occurring in the first place.

The unified language offers a fixed, but integrated,
view on some domain of interest. Besides a priori fix-
ing the set of constructs, the standardising effect of
the unifying language lies also in the fact that it a
priori fixes the perspectives for modelling some do-
main. The integration between the different perspec-
tives, i.e. models, is easier to ensure, given that con-
sistency and coherence rules can be embedded in the
language definition. The CASE tool can then auto-
matically check these properties.

Regretfully, however, it is nearly impossible to a
priori identify which perspectives should be part of an
integrated language. The challenge lies in the fact that
the relevance of different perspectives (and its related
modelling concepts) is highly context-dependent. For
instance, different perspectives may be relevant for
different (types of) enterprises, or even in different
transformation projects of the same enterprise. More-
over, over time, new perspectives may become rele-
vant for a particular enterprise.

To cater for context-dependency, standard mod-
elling languages like UML and ArchiMate offer
means for their extension. For instance, UML has the
well-known stereotyping mechanism (whose prob-
lems are also well-known). In the case of Archi-
Mate, the very design of the language (Lankhorst
et al., 2010) provides different possibilities for ex-
tension. However, these mechanisms are of limited
scope, they mostly allow for refinement of concepts,

not for adding the entire domains which were not en-
visaged by the original language definition.

At the same time, one can observe how there is
a drive for the ArchiMate language as a standard to
be extended with additional domains. The move from
the ArchiMate 1.0 standard to the ArchiMate 2.0 stan-
dard included two additional domains, namely mo-
tivation and migration. Further integration between
TOGAF and ArchiMate is likely to lead to even more
extensions. Moreover, the extensions with e.g. busi-
ness policies and rules, are also considered (Iacob
et al., 2012). Where will it stop?

The fact that such unified languages are typically
very generic is already an indicator that the perspec-
tives and concepts that are specific to different con-
texts cannot be covered. Therefore, in the actual use
of a unified modelling language in the specific con-
text, the need to extend the language with ‘missing
domains’ is likely to emerge. On the other hand,
defining the comprehensive and overly detailed lan-
guage covering all the potentially relevant perspec-
tives and related concepts would most likely result in
the overly complex language that would be costly to
use.

According to (Egyedi, 2007), this tension is in-
herent to any standard definition process, including
modelling standards. The authors argue that defining
the context-independent standards (e.g. enterprise- or
application-independent, etc.) typically leads to very
comprehensive and/or generic standards, therefore
also difficult or too expensive to use. Even more,
this tension is recognised as a fundamental dilemma
in developing standards, which is very difficult to re-
solve (Egyedi, 2007).

Moreover there is another issue with a unified lan-
guage approach. A common belief is that by means of
a priori imposing standardised vocabulary, frequent
meta-discussions could be avoided, and the knowl-
edge transfer could be facilitated. However, as well as
with perspectives, the languages used in enterprises
are also context-dependent, depending on e.g. pro-
fessional background and education of stakeholders.
These factors exert an influence on the default way
different people conceptualise (Linden et al., 2012).
In that sense, imposing another language, which is
‘outside’ their area of practice, straight from the be-
ginning is likely to cause, and not resolve, conceptual
misunderstandings.

A language such as ArchiMate is designed to deal
with this issue by enabling users to define their own
viewpoints, i.e. to have their model (the view) derived
from the integrated model. However, this viewpoint
is still to be defined from the unique fixed ‘footprint’,
i.e. unified metamodel.
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Conversely to the key drive of language unifica-
tion, the rationale of the strategy of federating lan-
guages is not to prevent, but rather to allow and man-
age the variety of modelling languages within the
modelling landscapes. To avoid fragmentation, it
aims to ensure the links between the modelling lan-
guages. A number of different approaches exists to
establish these links. We can classify them on several
dimensions, for the goal of this discussion.

One classification dimension regards the way
in which bridges are constructed between the lan-
guages. One approach is to directly connect the lan-
guages on a point-to-point basis, e.g. (Bézivin et al.,
2006) (Zivkovic et al., 2007) (Fabro and Valduriez,
2009). The links can also be established with the help
of a ‘mediator’, as in Unified Enterprise Modelling
Language (UEML) (Anaya et al., 2010). The medi-
ator’s role is to serve as the basis to which all the
modelling languages are mapped, and to ensure the
consistency between the models. In UEML, the uni-
fied ‘ontology’ (Opdahl et al., 2012) plays this role.
However, it requires the languages to be (re)defined
in accordance with the specific grammar, as well as in
full formal precision, given that the approach targets
the semantic interoperability of tools and associated
languages.

We may also distinguish the approaches based on
the moment (in the language’s lifetime) when the
links are established, i.e. based on the temporality.
In the case of point-to-point bridges, the links are es-
tablished between already existing languages. How-
ever, the links may also be defined at the moment
of language design. In that case, the new language
is defined extending or specialising an already ex-
isting (more generic) language, the approach akin to
the older work on the so-called meta-model hierar-
chies (Falkenberg and Oei, 1994) (Falkenberg et al.,
1998). For instance, (Vallecillo, 2010) discuses in
detail different techniques for combining (domain-
specific) modelling languages based on this hierarchy
logic.

Another dimension of classification may be
whether the links are established based on syntac-
tic correspondences only, or whether they also in-
volve semantic correspondences. MDE approaches to
model transformations and model weaving (Fabro and
Valduriez, 2009) generally only consider the syntacti-
cal level. In turn, semantic integration is explored in
order to enhance the quality and reduce the complex-
ity of a priori establishing language bridges (Kara-
giannis and Höfferer, 2006). It is however question-
able what kind of semantics of language constructs
can be captured a priori. This is especially pro-
nounced for generic languages such as i* (Yu and

Mylopoulos, 1996) or UML, but also relevant for
domain-specific languages, as discussed in (Frank,
2011). Without taking the context of language use,
the abstract concepts (underlying generic languages)
may allow for various interpretations. The precise,
i.e. contextualised interpretation is, however, neces-
sary for the bridges to be meaningful. For instance,
a modelling language such as i* (Yu and Mylopou-
los, 1996) can be used for modelling strategic goals
of actors in relation to the system, but also to express
information systems requirements. In each of these
contexts, the inherent semantics of e.g. the modelling
construct actor will vary: when modelling strategic
goals of enterprise, actor can only be a human actor,
while in the context of modelling software require-
ments, a machine may be an actor as well. Without
taking this into account, the a priori mappings be-
tween i* and ArchiMate (based on language defini-
tion and not use) might be meaningless in some of the
contexts of i* use.

This context-dependent semantic variation can
only be determined by taking into account the con-
text of language use, not a priori. Indeed, in dis-
cussing the meaning of models, (Thalheim, 2012)
distinguishes its two complementary aspects: refer-
ential and functional meaning. While the referential
meaning is well investigated, the functional meaning
relates model elements with the context in which they
are used. The key to understanding the functional
meaning is in modelling pragmatics.

In addition, as we have seen in the reports of the
use of modelling languages, there is an indication
that, in various usage contexts, the syntactical vari-
ation with respect to the original language specifica-
tion also takes place. Therefore, the value of building
the language bridges a priori and based on a priori
fixed languages, i.e. out of the context of its actual
use, might be questioned.

5 WHAT IS MODELLING?

The remainder of the paper discusses our fundamen-
tal understanding of the driving forces and challenges
related to modelling and linguistic variety within en-
terprise modelling landscapes. In our ongoing re-
search, we develop a theory to explain why and how
enterprise modelling landscapes emerge and evolve,
where we focus on the use of modelling languages.
Based on such a theory, our ambition is to revisit
the integration strategies and propose their realis-
tic variants that better caters for the pragmatics of
models/languages. Our view on models and mod-
elling is rooted in semiotics, linguistics and cogni-
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tive science. This view is inspired by different re-
lated research tackling the fundamental modelling
aspects such as ((Stachowiak, 1973), (Rothenberg,
1989), (Falkenberg et al., 1998), (Hoppenbrouwers
et al., 2005), (Proper et al., 2005), (Thalheim, 2012)).
We look at the models as being essentially a means of
communication about some domain of interest, and
the process of modelling as a communication-driven
process led by a pragmatic focus (Hoppenbrouwers
and Wilmont, 2010).

Though different views on models and modelling
exist, as well as many different definitions, we will
elaborate the reasons for which we propose the fol-
lowing (general) definition of model (based on ((Sta-
chowiak, 1973), (Rothenberg, 1989), (Falkenberg
et al., 1998), (Thalheim, 2011))):

A model is an artefact acknowledged by an
observer as representing some domain for a
particular purpose.

By stating that a model is an artefact, we exclude
from the definition the conceptions (Falkenberg et al.,
1998) or so-called “mental models” (mental spaces
in (Fauconnier, 2010)). Nonetheless, we do consider
conceptions as important within the modelling pro-
cess. Later in this section, we elaborate on their role
and importance, especially in the case of collaborative
modelling.

With observer we refer to the group of people cre-
ating (i.e. model creators) and using the model (i.e.
model audience). On one extreme, it can refer to the
entire society, on the other extreme, to the individ-
ual. Though it may not be the general rule, in en-
terprise modelling context, it is very often the case
that model creators are at the same time its audience.
The observer is the key element in modelling, as it
is only through the appreciation of the observer that
some artefact is acknowledged as being the model.

Similarly to (Falkenberg et al., 1998), we define
domain as any part “part” or “aspect” of the “world”
considered relevant by the observer in the given mod-
elling context. The “world” here may refer not only
to the “real” world, but also to hypothetical or imag-
ined worlds. Even more, the domain of a model can
be another model as well.

A model always has a purpose. This purposeful-
ness dimension is explicitly present in most of the
model definitions, e.g. ((Stachowiak, 1973), (Rothen-
berg, 1989), (Thalheim, 2011)). Although acknowl-
edged as an essential dimension of models, the con-
cept of purpose is rarely defined and its role in the
entire modelling process is scantly discussed.

We see the purpose of the model as a combination
of the following dimensions: (1) the domain which
the model should pertain to and (2) the intended us-

age of the model (e.g. analysis, sketching, contract-
ing, execution, etc.) by its intended audience. In line
with (Rothenberg, 1989), (Thalheim, 2011), we argue
that, although usually implicitly present in modelling,
the purpose should be explicit within the modelling
process; i.e. the model creator should be aware of the
intended usage and audience of the model. This is
quite important, since the fitness-for-purpose directly
determines/influences the degree to which the mod-
els satisfies the conception of the domain within the
actual modelling situation. This subsequently influ-
ences the value of the model for its intended usage.

As illustrated in Figure 2, when modelling, the ob-
server O decides5 what the relevant aspects of the
“world” under consideration are in the given mod-
elling situation. This results in the conception of the
domain, cd . This process of abstracting away from
certain aspects of the “world” which are not rele-
vant should be driven by the purpose p of the model
m ((Rothenberg, 1989), (Thalheim, 2011)) (depicted
as influence 1 of the purpose p on the relation concep-
tion of, see Figure 2).

I – view on modelling (high-level) 
Single-observer modelling situation.  

cd d 

m  

conception of 

1 

O 

Audience 

p 2 

Discusses the particular 
modelling situation 
(p, d, cd, md) 
 
Still does not introduce 
the languages discussion. 

Figure 2: The process of modelling.

The observer subsequently tries to shape an arte-
fact (i.e. the model-to-be) in such a way that it ad-
equately represents, for the purpose p, his/her con-
ception of the domain cd . The purpose p is a con-
ception as well, i.e. the conception of the purpose of
the model-to-be cp. Even more, the observer O also
has the conception of the model-to-be, cm. The mod-
elling process actually consists in the observer’s grad-
ual alignment of these three conceptions (illustrated in
Figure 3). This process usually takes place in paral-
lel with the very shaping of the model artefact. When
their mutual alignment is achieved, the artefact is ac-
knowledged as the representation of the (conception
of the) domain d for the purpose p. In other words,
the observer O acknowledges that the artefact m is a
model of the domain d for the purpose p.

5Obviously, the observer’s judgement may be influenced
by many different factors, e.g. observer’s intentions, expe-
rience, previous knowledge, etc. We exclude from our con-
sideration the potential political intentions of the observer.
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I – view on modelling (detailed)  
Single observer. Zoom at conceptions. 
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the languages discussion. Figure 3: Aligning conceptions in modelling.

II – Collaborative modelling 
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Figure 4: Co-aligning conceptions in modelling.

The previous explanation holds for a single ob-
server modelling process. But what does happen in
a collaborative modelling process? In such a situa-
tion, a group of n human actors is involved in the
process of modelling, and is supposed to jointly ob-
serve some domain and come up with its model, for
some purpose. The great challenge in the collabo-
rative modelling consists in the fact that each partic-
ipant has its own conception of the domain, of the
model taking shape and of the purpose of that model.
This is illustrated in Figure 4. In addition, these in-
dividual conceptions are influenced by the individ-
ual pre-conceptions (Proper et al., 2005), brought by
the particular social, cultural, educational and profes-
sional background. So, in order to reach shared un-
derstanding and appreciation of the artefact m as a
common model of the domain d for the purpose p,
the co-alignment of the n×3 conceptions has to take
place. Indeed, this co-alignment of conceptions is
generally considered as a critical step in the collabora-
tive modelling, where all the discussions, negotiations
and agreement about the model has to take place.

We have seen how, in the modelling process, mod-
els gradually come into being by (co-)aligning the dif-
ferent conceptions in the observer’s mind(s), and by
their subsequent externalisation. To externalise the
(aligned) conception of the domain cd into m, the ob-
server O uses some system of symbols/signs. Essen-
tially, the observer establishes the mapping between
the conception into some system of signs, whereby

signs used come to represent the observer’s concep-
tion of the domain cd . The models externalised us-
ing some system of symbols are usually referred to as
symbolic models.

We will now look more closely at the role of the
modelling language, as well as the factors contribut-
ing to the modelling and linguistic variety in the mod-
elling landscapes.

6 MODELLING LANGUAGES

6.1 Role of Modelling Languages

A language in use may be regarded as a medium sys-
tem (Hoppenbrouwers, 2003), involving both a lan-
guage and a medium. The medium refers to the physi-
cal means to achieve communication (Hoppenbrouw-
ers, 2003), e.g. audio, video, writing, etc. We enter-
tain this view as it allows us to discuss, from a funda-
mental perspective, different and often conflicting re-
quirements put on modelling languages. We thus pro-
pose to consider that a modelling language has two
primary roles, the role as a language to be used by
humans, and the role as a medium, i.e. carrier of sets
of models aimed at mechanical manipulation. Fun-
damentally, we regard language as an instrument of
human activity, primary in support of reflection and
communication. This is in line with a functional per-
spective (Cruse, 2011) and the action tradition on lan-
guage (Clark, 1993). We are thus primarily interested
in how fixed modelling languages play that role.

In its role as a language, it should serve as a sup-
port of activities taking place in the modelling pro-
cess. The central issue therefore is to which extent an
a priori fixed language can act as an effective means
of human communication and knowledge creation in
the actual modelling situation. Let us look closely at
its adequacy for creating conceptions. As shown in
Figure 5, if model m is expressed in a modelling lan-
guage Lm, what is the language Lc in which the con-
ception cm is constructed in the observer’s mind: is it
the modelling language Lm, or some other language,
e.g. the observer’s native language?

Obviously, the definitive answer to this question is
not easy to provide. Nevertheless, we believe that it is
important to create awareness of the potential gap be-
tween Lm and Lc and its consequences. As previously
discussed, a fixed modelling language comes with an
a priori embedded filter on the ‘world’. In the mod-
elling process, it thus tends to constrain, or at least
influence, the conception of a domain. Depending on
the actual modelling situation, this pre-conceived fil-
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Figure 5: The role of language in the modelling process.

ter may prove to be inadequate for the particular ob-
server and for the particular modelling problem.

For instance, research from cognitive linguistics
shows that the entire social, cultural, educational and
professional background of an observer plays a role
in shaping their ‘linguistic personality’ (Novodra-
nova, 2009). This includes their ‘world view’; i.e.
their natural way of conceptualising phenomena in
the ‘world’ (Schmid, 2010). Likewise, (Linden et al.,
2012) shows that different people have different de-
fault interpretations of the abstract concepts underly-
ing enterprise modelling languages. It is reasonable
to assume that, in a particular modelling situation,
(at least) non-modelling-experts form conceptions in
a language significantly different from Lm. This is
likely to increase the Lc−Lm gap and negatively im-
pact the general suitability of Lm.

Another factor potentially effecting the Lc−Lm
gap involves the nature of the modelling task in
the particular modelling situation. While the re-
lation between the nature of the modelling prob-
lem and the suitability of the modelling language
needs further study, the empirical data indicates rather
negative influence of overly restrictive (in terms of
syntactic-semantic restrictions embedded in) fixed
language on the creativity in modelling. For in-
stance, (Anaby-Tavor et al., 2010) observe the inad-
equacy of fixed modelling languages to support the
exploration phases where things are unclear and am-
biguous, and models are used to organise informa-
tion, gain insight, envision alternative possible futures
etc. (Anaby-Tavor et al., 2010). Similarly, (Bubenko
et al., 2010) observe that in highly creative and collab-
orative situations such as vision and strategy devel-
opment, rather informal and intuitive notations (and
mediums) seem to be of better support.

In its role as a medium, a modelling language
should accommodate the formulation of models,
while allowing their mechanical manipulation. The
potential added value of the modelling language,
from this perspective, lies primarily in its re-usability
across different modelling problems, and the extent to

which the language specification is machine readable.
As discussed in Section 2, the reusability of a lan-

guage relates to its expressiveness. Obviously, this
makes sense for the development of tools and auto-
mated model management. However, while general-
purpose modelling languages are usually more ex-
pressive, they are less suitable than domain or
purpose-specific languages for specific problem do-
mains and modelling situations. These languages in-
corporate in their definition concepts that are tuned to
the modelling of particular domains. The overall aim
is to foster modelling productivity, facilitate the un-
derstanding of the models by the domain stakeholders
and increase the overall quality of resulting models, in
particular semantic and pragmatic quality (Krogstie
et al., 2006). While domain and purpose-specific lan-
guages seem to correspond to the natural, i.e. hu-
man, need for suitability of the modelling language,
they are not easy to reuse across different situations.
General-purpose modelling languages, on the other
hand, are easier to reuse for modelling different do-
mains. Nevertheless, the interpretation challenge of
the models expressed in them is more pronounced.

It certainly does not make sense to have situation-
specific modelling language emerge from scratch in
each new modelling situation. However, it does make
sense to embed in the (generic) meta-model the ele-
ments that are repeatedly discussed in similar mod-
elling contexts. Therefore, there is a need to carefully
balance potential sets of models one would like to ex-
press in a language, and potential sets of modelling
situations one would like to support.

The second added value of a language as a
medium is machine readability. This is driven by
the need for automated manipulation of models. This
is achieved by formal, i.e. precise and unambiguous,
definition of both the syntax and semantics of the lan-
guage, usually in a mathematical language. This es-
sentially boils down to expressing the semantics of
the model/language in terms of another syntactic rep-
resentation, i.e. expressing the syntactic semantics.
Though necessary for the machine’s correct interpre-
tation of the model, this kind of a priori fixed se-
mantics does not tell anything about what the model
means to the observer. In particular, it allows by no
means to a priori precisely capture the meaning of a
model as it occurs in the actual modelling situation,
i.e. the model’s pragmatic semantics.

6.2 Language Variety

We are now able to suggest two primary drivers for
the variety within enterprise modelling landscapes. In
our view, these drivers relate to:
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Abstraction variety – Abstraction is at the heart of
modelling. As we have seen, it boils down to pur-
posefully neglecting irrelevant details of the observed
“world”. The need for differing levels of abstrac-
tion in dealing with an enterprise is related to its
complexity/multifaceted-ness. The abstraction vari-
ety thus leads to the increase in number of needed
perspectives, i.e. models, in modelling.
Manifestation variety – The manifestation here
refers to the way the model is represented on the
medium. Fundamentally, the need for this kind of va-
riety is rooted in the complexity and heterogeneity of
social structures underlying modelling. The more het-
erogeneity in stakeholder groups, the more likely is
the need for different manifestations of arguably the
“same” model. This invites an increase in linguistic
variety on top of the abstraction variety.
These types of variety are illustrated in Figure 6.
Throughout the paper, we have seen that these factors
are to a large extent situational, i.e. they depend on
the particular enterprise and enterprise modelling ef-
fort, involved stakeholders (observer), the purpose for
which models are created in this effort, etc. This leads
us to the conclusion that modelling landscapes should
be situated. Indeed, the ‘standard eroding’ effects dis-
cussed in Sections 3 and 4, might be seen as the man-
ifestation of the need to make these landscapes better
situated, driven by the pragmatic needs of the wider
organisational context that the landscapes cover.

V – Modelling landscape  
Sources of diversity 

C D 

M  

conception of 

1 

O 

P 2 

Abstraction 
variety 

Manifestation  
variety 

Figure 6: Sources of variety in the modelling landscapes.

Evidently, both of these drivers stem from the lan-
guage role of the modelling language. They also fun-
damentally conflict with the drivers for the a priori
standardisation of the language, which stem from its
medium role. We believe that this natural polarity
deserves careful management, rather than denial. It
should by no means be swept under the carpet.

7 CONCLUSION & OUTLOOK

Based on the discussions so far, we posit that, at the
heart of the challenge of creating integrated modelling
landscapes, lies the question: What can be a priori
fixed in a modelling language? To create more bal-
anced strategies that cater for the pragmatic needs of
modelling landscapes, it is necessary to carefully ex-
amine which aspects may be feasible to a priori fix in
the modelling language. In this final section, and rely-
ing on the presented fundamental view on modelling
and language, we draw some initial conclusions as a
tentative (though partial) answer to this question.

First of all, the semantics. Given that (the concep-
tion of) the domain actually does not ‘exist’6 a priori
but emerges in the very process of its modelling, the
semantics, in the pragmatic semantics sense, also can-
not be captured a priori. One would expect to be able
to at least fix the grammar (abstract syntax) and sym-
bols used for its representation on the medium (con-
crete syntax). To the extent to which the grammar is
tuned to the needs of the intended set of modelling
situations, it can be a priori fixed. One can also start
by only a priori fixing the core grammar, and allow-
ing its further refinement a posteriori during the use
of the language. For instance, it can be possible to
start the modelling process with lightly constrained
vocabulary adapted to the domain/purpose (e.g. based
on some historical heuristics), and then gradually in-
clude more formalisation, to the extent necessary for
the intended usage and audience of the model. Need-
less to say, this would necessitate modelling infras-
tructures to be more flexible. A growing interest in
this subject can indeed be observed, e.g. ((Cho et al.,
2011), (Ossher et al., 2009)).

The point we aim to make is that, although hav-
ing an a priori fixed representation to a large extent
facilitates the development of tools and automation of
model manipulations, fixing the language that is to be
used in human communication may seriously damage
its capacity to adequately express thoughts, i.e. con-
ceptions of domains in the given modelling situation.
Even if carefully defined, the standardised enterprise
modelling language will inevitably demonstrate the
need to evolve, to adapt to the dynamically changing

6The term exist is used here in the sense of Heidegger’s
notion of breaking down, discussed in (Winograd and Flo-
res, 1986). Indeed, “Heidegger insists that it is meaningless
to talk about the existence of objects and their properties
in the absence of concernful activity, with its potential for
breaking down. What really is is not defined by an objec-
tive omniscient observer, nor is it defined by an individual
– the writer or computer designer – but rather by a space
of potential for human concern and action” (Winograd and
Flores, 1986, p.37).
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‘reality’ of enterprises and their environments, and
thus to the human sense-making of that ‘reality’.

As our next step, we aim to further explore the
theoretical and practical considerations presented in
this paper. We aim to start by analysing the available
instruments for modelling language design, adapta-
tion and combination, and the potential of their im-
proving or combining in order to support purpose-
specific language adaptations. In addition, we aim
to extend these instruments to allow for explicit
modelling of the modelling pragmatics. For in-
stance, megamodel (Favre and Nguyen, 2004), view-
point (ISO, 2011), metamodel hierarchies (Falken-
berg et al., 1998), metamodel inference (Ossher et al.,
2009) etc. are some of the instruments of our particu-
lar interest.
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Abstract: Besides, knowledge and information enterprises can share Business Processes (BPs) within Collaborative 
Networks (CNs). Each enterprise has a set of BPs that it can perform, and through developing integrated 
BPs in the CN they deploy their capacities and capabilities. Selecting and adopting the appropriate BP 
modelling languages (BPML) for the purpose of formalizing BPs are challenging, because of the variety of 
existing methods, tools, and standards with different strengths and weaknesses. In surveys published so far 
on BP modeling mostly, a set of general features of the main BP languages and standards are compared. 
However, they have not paid attention to the level of different categories of BPMLs. Furthermore, there are 
no surveys analysing and evaluating the prerequisites to fulfil CN’s requirements. This paper first proposes 
a set of categories for the main BP languages and standards. Then a novel BP evaluation approach, in CN 
context is introduced. Finally, different categories are discussed and analysed by addressing their suitability 
to support CNs. 

1 INTRODUCTION 

Adopting Business Process Modeling Languages 
(BPMLs), including the introduced standards, tools, 
and techniques, have greatly influenced enterprises 
toward capturing opportunities, reducing costs, and 
increasing productivity.  

The BP technologies themselves however have 
also been affected by high demand of market, as 
well as the step-wise maturity of Business Process 
Management (BPM) theories. This has caused rapid 
changes in the last decade developed BPML tools 
and standards, while creating challenges for the BP 
modeling selection and adoption in networked 
enterprise. (Camarinha-Matos and Afsarmanesh, 
2008). 

Most of these aproaches are founded on Service 
Oriented Architecture (SOA), apply the formalized 
BPs, performed at every enterprise, to facilitate 
service interoperation and enterprise collaboration 
(Papazoglou and Heuvel, 2006). formalized BP are 
therefore important for effective cooperation among 
different enterprises within the Collaborative 
Networks (CNs), and without formalized 
representation of their BPs, enterprises cannot 
effectively share their competencies and capabilities.  

The BPMLs differ from each other in their 
modeling approaches for design, analyzing, and 
enacting of BPs. Focusing on the purpose of 
supporting enterprises, with their collaboration 
within the CNs, the selection and adoption of a 
suitable BPML is critical, while challenging. 
Published surveys on BPMLs e.g. Roser and Bauer 
(2005), LU and Sadiq (2007), also Ko, S.Lee and 
E.Lee (2009) have already tackled the comparison 
between a certain features of the main BPMLs tools 
and standards.  

Most contemporary surveys focus on comparing 
a set of two or more BPML standards and tools. So, 
there is a lack of emphsis on comparing different 
categories of BPMLs, to which these standards or 
tools may belong. For instance the distinct features 
aimed by their design, such as to evaluate and 
emphasize their graphical, ontological, executional, 
etc. aspects of the BP modeling, is not assessed for 
this purpose.  

Moreover, demonestrating a set of categories for 
BPMLs classification, in order to perform analysis 
and evaluation of BPMLs for their adoption in 
support of CNs, a novel analysis method is 
introduced to manifest CN’s characteristics and to 
assess different BPML categories against them. 
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Hence, we first review the main concepts of CNs 
and BPs, identifying the role of formalized BPs in 
CN (in Section 2). Then, based on a systematic 
reviewing approach, and considering the existing 
categorizations of the main BPMLs, we introduce 
our BPML categorization (in Section 3). In Section 
4, founded on collaboration purposes, we specify a 
number of most relevant criteria for comparing the 
introduced BPML categories, and analyzing them 
for the aim of supporting enterprise collaborations. 
Finally, our analysis and evaluation approach is 
discussed (in Section 5), and our conclusions are 
presented (in Section 6). 

2 ROLE OF BPs IN CNs 

Within the collaborative-networked environment the 
enterprises have the opportunities to share their 
resources through collaboration, including 
knowledge, information. This can be best achieved, 
by means of formalized BPs (Camarinha-Matos and 
Afsarmanesh, 2008). Collaborative BP integration is 
aimed by enterprises to accomplish value-added 
business services, beyond the capabilities of their 
individual organizations.  

Besides integration, in most approaches for 
instance presented by Papazoglou and Heuvel 
(2006), BPs constitute the building blocks for 
establishment of SOA, through BPs implementation 
as web services. In this section, after reviewing 
related definitions for CNs and BPs, we present an 
analysis of the BPMLs from the CN requirements 
point of view. 

2.1 Principal Definitions  

A general definition of Collaborative Network is 
presented by Camarinha-Matos and Afsarmanesh 
(2008) as: “an alliance constituting a variety of 
entities that are autonomous, geographically 
distributed, and heterogeneous in terms of their 
operating environment, decision making, culture and 
social capital, that cooperate/collaborate to better 
achieve common/compatible goals, and their 
interactions are supported by the computer 
networks.”  

The two main forms of CNs are the: Virtual 
Organization (VO) and VO Breeding Environment 
(VBE). In a VO, partners choose co-working and 
sharing their BPs and other resources to accomplish 
their common goals. The motivations for this 
coalition are commonly formed around specific 
market targets or innovation purposes. VBEs, which 

establish long-term alliances of organizations, 
capture and save BPs of partners in their directories. 
The VO broker, who seizes the opportunity and 
chooses the participants for the VO in the VBE 
context, considers selecting and integrating BPs of 
different organizations to shape new VOs 
responding to achievable opportunities. 
(Afsarmanesh et al. 2011). 

Related to our research, a set of standard 
definitions for the BP notions exist that is provided 
by Workflow Management Coalition (WFMC, 
1999) and is addressed below. 

A typical definition of BP is: a series of one or 
more linked procedures or activities, which 
collectively realize a business objective or policy-
related goal. Workflow Management System 
(WFMS) can automate and control the execution of 
the BPs. The notion of BPM comprises concepts, 
methods, and techniques to support organizational 
aspect of processes, which are needed for the design, 
administration, configuration, enactment, and 
analysis of BPs (Weske, 2007). It also covers the 
“diagnosis” aspect of the BPs further to the WFMS 
lifecycle (Van der Aalst, 2003).  

Havey (2009) outlines the focuses of BP 
modeling on design and execution aspects of the 
BPs. BP Modeling aims at representing an abstract 
but meaningful demonstration of the real business 
domains. This goal is achieved through provision of 
appropriate syntax and semantics in BPMLs, to meet 
the BP’s requirements. (Lu and Sadiq, 2007). 

2.2 Chronological View of BPMLs in 
Support of Collaboration  

Here we address the evolution of BPMLs from 
collaboration point of view. In the 80s, the necessity 
of process-awareness was recognized, beyond the 
level which was required for development of 
Management Information Systems (MIS). 
Furthermore, besides understanding the flow of 
operations in MIS, organizations and business 
domain experts needed to also understand the 
information aspects of the BPs in MIS (Delvin and 
Murphy, 1988).  

The WFMSs, which initially were intended to 
facilitate automatic transformation of electronic 
documents, was then introduced as the new tools to 
enable business analysts in designing and expressing 
BPs, at the beginning of 90s. For the purpose of 
depicting information exchange among systems, the 
behavioural concepts (i.e. the sequence and merge) 
were then used in BP modeling (Georgakopoulos, 
1995).  
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Afterward in the 90s, applying the Business 
Process Re-engineering as well as embedding the 
best business practices in the market, vendors were 
able to integrate and aligned separate software 
modules, under the so-called Enterprise Resource 
Planning (ERP) systems. To support ERPs, the 
BPMLs have focused on dynamic aspects of the 
BPs. Nevertheless the interactions between the 
designed modules were not so easy to achieve within 
the ERPs (Van der Aalst, 2009). 

Responding to the proliferation needs of the 
integrating legacy systems into customized 
applications and ERP modules, the Enterprise 
Application Integration (EAI) (Lee and Siau, 2003) 
have tried to remedy the problem of inefficient BPs’ 
integration. So, interaction-enabling entities (e.g. 
messages) gained significance. This level of 
collaboration provided an infrastructure for 
cooperation of enterprises through resource sharing, 
while preserving their heterogeneity.  

The more maturity in deployment of XML, in the 
late 90s, resulted in better integration of 
applications, and changed the co-working intensity 
of enterprises to an advanced level, called business 
to business (B2B) (Havey, 2009). 

Coordinating the BPs adopted by companies, 
concluded in integrating autonomous and 
independent applications, via loosely coupled 
mechanism of SOA (Zdun et al., 2006). SOA 
approach tries to establish orchestration and 
choreography of web services, to achieve their 
successful cooperation.  

Nowadays, BP related topics e.g. the BP mining 
(Van der Aalst and Dustar, 2012) and diagnosis 
approaches that address BP monitoring and their 
continuous improvement constitute promising 
research lines.  

3 CATEGORIZATION OF BPMLs 

Aiming to cover various BP modeling tools and 
standards, which are introduced in the main related 
publications, we focus on a specific set of attributes 
and specifications of the BPMLs for their 
categorization. Our categories basically focus on 
recognizing the BPML’s capabilities as well as the 
suitability features in each category, in support of 
criteria for collaboration. Therefore, we first study 
related scientific DB and conferences, then classify 
the existing categorization publications into two 
classes of: “General Review”, and “Particular 
Evaluation”.  

In this section, first we review the results 

presented in published surveys, from the point of 
view of our two classes addressed above, and further 
classify a set of minimal relevant BPML 
categorization approaches. Finally, we introduce our 
more detailed categorization. 

3.1 BPML Categorization Review 

As mentioned before, we divide the contemporary 
reviews of BPMLs into two main classes of 
“General Reviews” and “Particular Evaluation”. 
“General Reviews” are mostly focused on general 
uses, and on encompassing the main specifications 
of the BPML categories. For instance the work of 
Havey (2009) that focuses on presenting good BP 
Modeling Architecture, where it first addresses 
aspects of BP modeling applications (i.e. design, 
run, monitor, etc.), and then introduces the four 
categories of BPMLs, including: notation languages 
(e.g. BPMN), execution languages (e.g. BPEL), 
choreography languages (e.g. WS-CDL), and 
process administration languages (e.g. BPQI). Also, 
classification presented by Ko et al. (2009) and Mili 
et al. (2010) are instances of this category.  

But, publications in the “Particular Evaluations” 
class focus on BPML categorization for specific 
purposes. The works of Roser and Bauer (2005), Lu 
and Sadiq (2007), and De Nicola et al. (2007) are 
instances in this category. For example, in (De 
Nicola et al., 2007) the categories are introduced 
around the subject of “introducing an ontological 
approach for BP modeling”, including Descriptive 
(e.g. BPMN), Procedural (e.g. XPDL), Formal (e.g. 
PSL), and Ontology-based (e.g. OWL-s). 

3.2 Introduced BPML Categories 

Using the “general review” and “particular 
evaluation” criteria as the base, we introduce a more 
comprehensive framework including six classes: 
“graphical”, “formal”, “executional, “ontological”, 
“inter-operational”, and “monitorial”, that together 
capture all kinds of addressed BPMLs. 

The main characteristic of each of these six 
categories, and their main representative example 
BPMLs are briefly (due to space limitation) 
described in the following subsections. Also, a set of 
popular BP languages and standards are named 
below as the example of each category. 

Although it is possible for a BPML to be 
categorized in more than one category, but here we 
have placed each BPML in its most representative 
category only. They could be adopted and utilized 
by CN members based on their category’s 
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Figure 1: The BPML categorization meta-process method.

characteristics. 
The meta-process adopted by our categorization 

method and how we reached the six specific classes 
is briefly depicted in figure1.  

3.2.1 Graphical BP Languages 

Rooted in graphical picturesque format, this classical 
generation has appeared. BP modeling languages in 
this category mostly emphasize illustrating the 
system behaviour and its abstraction. These 
languages are not typically formal. (e.g. IDEF, EPC, 
UML 2.0, BPMN).  

3.2.2 Formal BP Languages  

Formalization in this category is founded upon 
mathematical principles. Although, adoption of 
graphical symbols is possible in some of these 
languages, but difficulties in user’s understanding 
hold them mostly at theoretical and mainly academic 
utilizations. (e.g. Petri-Net, Pi-calculus, PSL, Reo). 

3.2.3 Executional BP Languages 

The idea of automatic execution of BPs by software 
engines, support the formation of this category. The 
XML structure plays an important role in 
deployment of this category, and clarifies BPs by 
their computerized semantics. Besides, the 
popularity of BP modeling and service invocation in 
industries are other important issues in the category. 
(e.g. BPEL, WS-CDL, XPDL, YAWL). 

3.2.4 Ontological BP Languages 

Likewise the ontology approach, which studies the 

things that exist and tries to describe them, this 
category addresses semantic capture and tries to 
constitute the base for an increasing number of BP 
modeling languages, through proposing different 
meta-models. The ontological layer in these 
languages clarifies the roles, entities, and 
interactions. This category has also the advantages 
of using XML formats. (OWL-s, WSMO, BPDM). 

3.2.5 Interoperational BP Languages 

Rooted in business-to-business interaction, this 
category focuses on modeling public sharable 
processes of partners, among many business 
partners. To accomplish this key concern in inter-
operational category, XML standards are elaborated 
as the main enablers. (e.g. RossettaNet, eb-
XML/BPSS). 

3.2.6 Monitorial BP Language 

As we discussed previously (in section 2), modern 
business process modeling trends to address the 
diagnosis iteration of the BP Lifecycle. Focusing on 
the Business Activity Monitoring (BAM) point of 
view, the emphasis is on monitoring and resolving 
the deadlocks or problems in flow of BPs. 
Furthermore, extract and unambiguous approach for 
recognizing BP modeling based on a dynamic 
logging of process behaviour, the so-called process 
mining is still promising (van der Aalst and Dustar, 
2012), (e.g. BPRI and BPQI). 
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4 SUPPORTING CN - BPML 
EVALUATION 

The evaluation framework should be concise and 
descriptive. Having emphasis on categories and not 
every BPML, multi-aspect evaluation of a 
phenomenon requires a methodology, to support 
maximal coverage of the target area. For the purpose 
of appraising BPMLs in supporting CNs 
requirements, we should consider both the BPs and 
the CNs aspects simultaneously. Therefore, our 
designed evaluation methods as well as our 
evaluation process are discussed in following sub-
sections, respectively.  

4.1 Proposed Evaluation Method 

Several BP modeling goal-settings have been 
introduced based on different approaches. For 
instance a set of five generic software process 
modeling objectives have been specified in (Curtis et 
al., 1992) as follow: “to support process 
improvement”, “to facilitate human understanding 
and communication”, “having automated guidance 
in performing process”, “to support process 
management”, and “to automate execution support”. 
Also, for the non-functional BP modeling 
requirement (Chung and Do Prado, 2009) has 
presented a series of objectives (e.g. the support for 
discovering of dependencies of processes, the 
support for changing management, etc.). These 
context-aware objectives still hold today. In our 
point of view for supporting more effective BP 
collaboration in a CN, we can further add, “to 
support enterprise collaboration” into this context.  

Rooted in the debate in Section 2, our primary 
aim is to focus on supporting collaboration through 
formalized BPs and evaluating BPML categories for 
this purpose. Therefore, we first follow a goal-based 
approach (also known as the objective-based 
approach) explained in (Goldkuhl and Lagsten, 
2012) to extract the collaborative intention issues 
within CN’s concept.  

Our goal-based approach has focused on a 
number of qualitative criteria and indicators, related 
to set goals, systematically. As the evaluation 
method, we adopt Critical Success Factors (CSFs) 
method. CSF is a classical flexible method to 
maximize goal achievement, through selecting, 
working, and monitoring a few certain factors, 
which are vital for success. So, we follow the 
requirements of achieving established objectives, by 
running a Critical Success Factors Analysis 
described and explained in (OASIS, 2008) and 

partially in (Trkman, 2010) and (Sudhakar, 2012). 
After CSF identification, a set of requirement 
indicators for monitoring them is provided by CFA. 

The CFA constitutes following elements: 
• Objectives: Those are directed by customers and 

are hard to measure. 
• CSFs: including between three to six sub-goals, 

which without their direct support, achieving 
goals are unattainable.  

• Requirements Indicators: represented key 
performance indicators, which are measurable 
and directly support CSFs.  

• CFA Diagram: for better illustrating the 
measurable context, CFA diagram is used.  

For supporting characteristics of CNs to achieve 
their goals and to better describe the particularities 
of the CN context, especially for VOs and VBEs, we 
use the Reference model for Collaborative 
Networks” (ARCON). The ARCON model explains 
aspects, approaches and elements of the CN’s 
environment (Camarinha-Matos and Afsarmanesh, 
2008). 

Eventually, we hold a CFA study to find out CN-
compliance CSFs, and the vital requirements 
indicators for achieving our goal. These issues are 
provided based on systematic technical reviews and 
experts opinions. We then discuss, the BPML’s 
categories versus the recognized requirements 
indicators, and represent the conclusions. 

4.2 Evaluation Process 

Regarding the (ARCON) model introduced by 
Camarinha-Matos and Afsarmanesh (2008), and our 
discussion in section 2, VO/VBE need to manipulate 
formalized BPs.  

Also, regarding CN’s definition (in 2.1) the 
following aspects indicate the main constitutional 
objective themes in the CN discipline: 
• Goal-orientation [focusing on goals through 

business interactions] 
• Infrastructure for Commonality [supporting 

co-working and coordination toward goals] 
• Node Heterogeneity [non-uniformity in 

different properties, i.e. operational processes]  
• Network enabling [support by computer 

networks] 
The four above-mentioned objective themes are the 
main CN realization’s objectives, extracted from its 
standard definition. To attain these objectives, 
defining and aligning a set of CSFs are inevitable.  

The supporting CSFs for CN are as follows: first, 
to enable successful collaboration, BP modeling tool 
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surveying the BPM trends. From their 2012 report, 
they state that the rate of availability for graphical 
BPMLs is at the highest level. For example the 
BPMN is used by more than 60% of all 
organizations. Meanwhile, there is less availability 
for ontological BPMLs (e.g. BPDM). Although, the 
debate on the timely development of trends is not the 
focus of this paper, but decrease in attraction level of 
BPEL during recent years is noticeable. Even 
interest and availability of UML and EPC slightly 
decrease. Also according to that survey the 
pervasiveness of the rest of BPML categories (e.g. 
interoperational, formal) are the lowest in usage 
ranking. So, it is expected that organizations initiate 
collaboration in CNs applying graphical BPMLs, 
and especially BPMN.  

5.2 Enactability 

The enactability is an important phase in BPM life 
cycle. According to (van der Aalst et al., 2003), after 
accomplishing “process design” and “system 
configuration” at the third step of the BPM’s 
lifecycle “process enactment” is located right before 
the “diagnosis” step. The more independent is the 
BPML from the technology and vendor executable 
environments, the better enactability has in CNs.  

Using the formal semantics for more effective 
enactment (ter Hofstede et al., 2010) supports – and 
does not contradict the increase in understandability 
in support of the requirements in CNs. Executional 
BPMLs enable the enactments of BPs, for sharing 
BP’s information and automatically executing them 
through block-based and machine understandable 
structures. But, despite their common executional 
capabilities, they have their particularities.  

Within Executional category, BPEL describes 
behaviour of BPs within interaction between process 
and its partner, and efficiently supports 
orchestration. WS-CDL executional aspect consists 
of peer to peer collaboration of partners from a 
global point of view for supporting choreography. 

But, in this category some of the languages such 
as BPEL have restrictive syntax (Recker and 
Mendling, 2006), which is a limitation for this 
popular language, and some (e.g. YAWL) have 
exact executional syntax (ter Hoftstede 2010).  

The formal category languages - except 
embedded notions like (pi-calculus in WSCDL) 
provide graphical enactability interface, e.g. in reo 
and Petri net. Ontological BPMLs, because of their 
XML supporting structures have convenient level of 
enactability. 

Executional issues in interoperational BPML 

category, where XML enactability is embedded, 
have some difficulties e.g. naming and XML 
reusability in RosettaNet (Damodaran, 2004) or 
deficiencies in event handling during interactions 
(Green et al., 2007). Ontological BPML category 
focuses on semantic aspects (e.g. OWL-s), and runs 
enactment in an abstract level.  

5.3 Expressability 

The importance of expressability in CNs arises from 
the way we wish to express the BPs, so that they can 
be shared among partners. This expressive power of 
modeling language represents the possibility of 
expressing constructs in direct or indirect manner 
(Kiepuszewski et al., 2002). These constructs 
comprise: control, resources, data, organization, 
execution, and behaviour of a business models. 
Expressability encompasses the notion of suitability, 
which focuses on modeling and implies 
conformance of the BPML with for instance 43 
workflow patterns introduced in (Russell et al., 
2006). Although, the evaluated domain in that paper 
does not focus on BPML categories, but provides a 
general inception for comparison of BPML 
categories. 

As we map BPMLs’ evaluation in Russell, ter 
Hofstedeh and van der Aalst, (2006) to our proposed 
categories, a number of these patterns e.g. 
“discrimination”, “milestone”, “partially join”, etc. 
are the kind of patterns which languages and 
standards have difficulties in expressing them.  

We could state that, commonly, the graphical 
BPML category has better compatibility, while in 
executional category- except for YAWL- languages 
have some deficiencies, for example for supporting 
“Arbitrary Cycle”, because of their rigidity in 
capturing real-world abstraction.  

Based on evaluation of Russell et al., (2006) the 
of formal languages category members have good 
capability of expressiveness, because of their 
mathematical foundation, e.g. Petri-Net; expressive 
power (van der Aalst et al., 2003) used in workflow 
pattern design, or constraint Automata is used in 
Reo. Ontological languages use logical basis for 
instance in OWL-s for representing better 
expressiveness (W3C-OWL-s, 2004). 

5.4 Flexibility 

Supporting the dynamicity of CNs, the flexibility 
issues in BPMLs for describing BP’s interaction is 
necessary. BPMLs focus to sustain their dynamicity 
in coping with expected and unexpected changes, 
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through adopting flexibility. In (Schonenberg et al., 
2008) four types of flexibility are presented as:“ 
design”, ”deviation”, ”underspecification” and 
“change”. 

The flexibility support, mostly in two first above-
mentioned types, BPMLs rely on their pre-design 
notations and are abstract from flexibility concerns. 
On the other hands, the block-based (rule-based) 
BPMLs could manage the flexibility in higher level 
(e.g. deviation or underspesification) (Lu and Sadiq, 
2007).  

The flexibility in the graphical BPML category, 
within different languages and standards is 
considered in different ways. In BPMN, by 
predicting three types of diagram for collaboration, 
and for the concepts of Pool and lane, the 
decomposition for changes is possible. The Frame 
and Frame Heading techniques in UML 2.0 Activity 
Diagram let the elements of the languages to be 
defined and described in a modular and flexible 
structure. So, “design and deviation” are supported.  

Likewise in formal category, mathematical 
concepts help to retain model identity; for instance 
the structure of Atomic and Complex activities in 
PSL, besides graphical representation in Petri-Net 
and Reo simplifies the modification flexibilities. So, 
“design and deviation” are supported. 

Based on XML structures, which usually support 
flexibility in design and changes, and even 
underspesification, to certain extent (Schonenberg 
2008). YAWL, BEPL (inter-relations), and WSCDL 
(choreography) support various types of flexibility. 
Even RosettaNet PIP techniques, channelizes the 
modifications. This benefit supports within block-
based structure. Ontological BPML category 
considers flexibility at convenient level, which let 
modification to be based on primary definition of 
BPs (e.g. process model definition in OWL-s).  

5.5 Understandability 

The understandability shall facilitate the BP 
acquisitions and interactions among CN’s 
stakeholders. This notion has been reviewed and 
analysed during several works especially verses the 
complexity as the other extreme. Generally, 
understandability comprises the following two 
aspects mentioned in (Mendling et al., 2007): 
• Model-related factors, which affect the 

understandability, e.g. unambiguity, simplicity. 
• Person-related factors, which have close relations 

to knowledge and experience of participants  
Although, the understandability has been reviewed 
several times, and there is a number of guidelines 

e.g. the smaller size of the model makes it better for 
understanding; or the higher degree of input and 
output to one element causes the more complexity of 
understandability, etc. But, the ease of 
“comprehension of a model”, “presenting without 
error”, and “labelling less ambiguous” (Mendling et 
al., 2010) constitute main understandability’s 
principles in BPMLs.  

Generally, the graph-based languages are more 
understandable than rule-based ones (Lu and Sadiq, 
2007). That is also the reason why they become 
more popular at enterprises. However, within 
graphical standards, BPMN is more complex for 
understanding compared to UML and EPC (Indulska 
et al., 2009).  

On the other hand, Executional and ontological 
BPML categories because of having less cooperation 
with human side, their understandability is under 
criticism. Also, the interoperational standards (e.g. 
the PIP technics knowledge in Rosettanet) are at a 
more abstract level of understandability 
((Damodaran, 2004), (Green et al., 2007)).  

5.6 Comparing Results 

Through the discussion, we analysed the adoption of 
BPML in regards to the set of requirement 
indicators, which represented for evaluating BPML 
categories at the second level of our evaluation. 
Grounded in our goal-based approach and by using a 
CFA method, we identified six requirement criteria 
that helped us, to measure the collaboration-aware 
adoptability of BPMLs. The result of our extensive 
evaluation in previous sections is summarized in 
Table 2. 

Table 2: Summary of evaluation. 

Requirements 
indicators in 

Support 
Of CN 

BP 
Modeling 
Languages 
Categories 
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nd
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bi
lit

y 

Ex
pr

es
si

bi
lit

y 

En
ac

ta
bi

lit
y 

A
va

ila
bi

lit
y 

Fl
ex

ib
ili

ty
 

Graphical S A A S A 
Formal M S A M A 
Executional A A S M A 
Ontological A S A A A 

Interoperational A A S A A 
Monitorial N N N N N 
      
 
 
 

 
 

    

 
As showed in that table, we use four levels of 

Comments: 
S: Strong support A: Advanced support 
M: Moderate support N: Not Addressed 
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supports as: Strong, Advanced, Moderate and Not 
addressed levels, from CN’s member relative points 
of view. Because of analytical theme of paper, we 
opt qualitative survey method. 

Regarding discussions in our previous sections, 
the graphical category has advantages of 
understandability and availability. Executional 
category is strong in enactability, also flexibility of 
BPs, besides the importance of less ambiguity in 
modeling real world should not be disregarded, 
although lacks of interactive graphical depiction 
needed for less technical users is serious criticism 
yet.  

Due to complexity of their user interaction, the 
formal languages are not pervasive, but should be 
considered as the supporting layer for soundness for 
graphical modeling languages. Ontological 
languages, because of their well-defined semantics, 
and their focus on graphical and executional aspects, 
are desirable but not yet sufficiently mature and 
popular. 

BP adopting in interoperational BPML category, 
which isjust used for support of collaboration, 
mostly emphasize on interactions instead of abstract 
BP modeling from real world, also their flexibility 
level and understandability problems for users are 
serious concerns. Monitorial BP Languages are not 
practically fitting in this context to evaluate, but 
promising. 

6 CONCLUSIONS 

In our paper, we presented an analysis and 
evaluation of the Business Process Modeling 
Languages categories in support of Collaborative 
Networks. We review their suitability for supporting 
collaboration among enterprises.  

To ensure a systematic and methodological 
approach in our review process, we have reviewed 
publications addressing categories of business 
process modeling in the context of BPMLs. Then, 
we have discussed different BP languages, and from 
a language-independent perspective, we have 
introduced our six categories of BPMLs.  

Additionally, we have identified a set of criteria 
required for adopting BPs among enterprises in CNs. 
Based on these defined set of criteria, the six BPML 
categories are further analysed, regarding how they 
fulfil the collaboration requirements for CNs.  

As we have employed a partially qualitative 
analysis approach, our analysis is not fully objective. 
Although, based on the results showed in table 2, the 
most suitable categories of BPMLs, especially for 

adoption in Virtual Organizations and VO Breeding 
Environments, are represented.  

The elaborated results achieved through our 
evaluation of BPMLs in the context of CNs, indicate 
that depending on the requirements, the domain 
experts may preferably select BPMN or OWL-s for 
the purpose of their BP integration.  
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Abstract: Intuitively, business cases and business models are closely connected. However, a thorough literature 
review revealed no research on the combination of them. Besides that, little is written on the evaluation of 
business models at all. This makes it difficult to compare different business model alternatives and choose 
the best one. In this article, we develop a business case method to objectively compare business models. It is 
an eight-step method, starting with business drivers and ending with an implementation plan. We 
demonstrate the method with a case study for innovations at housing associations. The designed business 
case method can be used to compare and select the best business model successfully. In doing so, the 
business case method increases the quality of the decision making process when choosing from possible 
business models. 

1 INTRODUCTION 

Due to shortening product lives, intense global 
competition, a disruptive and agile environment, 
business models need to be renewed more rapidly 
and more frequently (Chesbrough 2007). In addition, 
the chosen course of action is of great importance 
for the future performance of organizations. With 
the renewal of business models, multiple possible 
directions can be defined. A recent example is seen 
in the automotive industry. Car manufactures need 
to choose if they want to produce cars running on 
alternative energy, and next, which type of energy. 
Hybrid, bio-fuel, electric, or hydrogen are all 
options. Making the choice is hard, for each of the 
alternatives require a business model change and the 
success of the produced car is unsure. This is an 
example of the need for a method to objectively 
compare alternative business models, and choose the 
best course of action. 

A business case can be of help to form the 
answer to this question. A business case is a tool for 
identifying and comparing multiple alternatives for 
pursuing an opportunity and then proposing the one 
course of action that will create the most value 
(Harvard Business School Press 2011). Making a 
business case for the possible business model 
alternatives, gives the decision makers a solid and 
objective as possible basis, to make the best choice 
(Meertens et al. 2012). 

Choosing one of the business model alternatives, 
should be well considered. Instead of a gut feeling, 
each of the alternative’s consequences, impact, risks, 
and benefits for the organization, should be assessed 
as objectively as possible. This will result in a better 
choice, and better organizational performance. 

However, the main problem is that it is unclear 
how alternative business models can be compared to 
choose the best course of action. A business case 
could be one of the solutions, for it compares 
alternatives in terms of costs, benefits and risks. 
Existing problems are that it is unclear how a 
business case should be made from a business 
model. Also, it is unclear what good business case 
components are, and which business model 
components are of relevance for the development of 
the business case. 

2 METHODOLOGY 

The research design is based on the design science 
research methodology (DSRM) by Peffers et al. 
(2007). This method is chosen because it creates an 
artefact as solution to a problem. In this research, the 
problem is the unstructured decision making of 
potential business models. The artefact designed is a 
business case method which enables objective 
comparison of business models. Further, the DSRM 
enables process iterations, so that it is possible to 
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adjust previous phases to increase the quality of the 
artefact. However, because the review of academic 
literature is less emphasized, the method is adjusted 
to include the valuable academic literature in the 
process. For the literature study, the five-stage 
grounded theory method for rigorously reviewing 
literature by Wolfswinkel et al. (2013) is used. This 
method assures solidly legitimized, in-depth 
analyses of empirical facts and related insights, 
including the emergence of new themes, issues and 
opportunities (Wolfswinkel et al. 2013). Figure 1 
shows the five sequential steps integrated with the 
DSRM method. 
 

 
Figure 1: DSRM process of Peffers et al. (2007) with the 
grounded theory method from Wolfswinkel et al. (2013). 

Starting with the first step of the DSRM of 
Peffers et al. (2007), the introduction to this article 
identifies the problem. Namely, the need to 
objectively compare business models. Following the 
DSRM, we identify the research objective: design a 
structural method to create a business case of 
business models, to be able to objectively compare 
the assessed business models, and choose the best 
alternative. We present the literature review of 
business cases and business models, which increases 
our knowledge on the subject, elsewhere. 

3 THE BUSINESS CASE 
METHOD 

This section creates a new artefact in the form of a 
business case method. The design of our business 
case method is based on the two approaches 
identified by literature review: Ward et al. (2008) 
and the Harvard Business School Press (2011). Both 
of them have a list of components. These lists partly 
overlap, yet each has distinct advantages and 
disadvantages. Based on the comparison of these 
two approaches, eight main components can be 
identified, which Table 1 lists. 

In contrast to the business case method proposed 
by Ward et al. (2008), this method does take 
alternatives into account, similar to the model of 
Harvard Business School Press (2011). This is 
because in most cases more than one solution can be 

thought off and applied to reach the goal. Therefore, 
it would be bad to go with the first possible solution 
without putting some effort in the quest for other 
compelling solutions. Furthermore, the third point, 
alternatives, is different from the business case 
methods proposed in the reviewed literature, in 
which authors only look to the benefits that the 
proposal brings. Of course, the benefits are 
important for the business case. The possible 
negative effects, however, cannot be dismissed. 
Therefore, a good overview of not only the benefits 
but also the disadvantages should be presented in the 
business case as an overview of the caused effects of 
the proposed project. According to Ward et al. 
(2008), organizations who overstate the benefits to 
obtain funding are the least likely to review the 
outcome and less than 50% of their business case 
projects deliver the expected benefits resulting in 
unsatisfied senior management. 

Table 1: Components of the business case method. 

1. Business driver 
The cause, problem, or opportunity 
that needs to be addressed 

2. 
Business 
objectives 

The goal of the business case 
stating which objectives are aimed 
for 

3. Alternatives 
Representing the options to reach 
the objectives 

4. Effects 
Positive and negative effects that 
come with the pursued alternative 

5. Risks 
Risks that come with the pursued 
alternative 

6. Costs 
Costs that come with the pursued 
alternative 

7. 
Alternative 
selection 

Based on gathered data the best 
alternative is chosen 

8. 
Implementation 

plan 
Plan which explains when and how 
the alternative is implemented 

As the components are the main concepts of the 
proposed method, we clarify all eight components 
individually in this section. 

3.1 Business Drivers 

The meaning of the business drivers originates from 
the business case method by Ward et al. (2008) and 
has not changed. The business drivers stand for a 
statement of the current issues facing the 
organization that need to be addressed. These can 
either be problems or opportunities and ideas with 
enough potential to make it worth pursuing. Applied 
to business models, the business driver is most likely 
to originate from the need for business model 
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innovation. Chesbrough (2007) argues that due to 
shortening product lives, even great technologies can 
be relied upon no longer to earn a satisfactory profit 
before they become commoditized. Practice has 
learned that even great business models do not last 
forever. Therefore, he argues, a company needs to 
think hard about how to sustain and innovate its 
business model. For future markets will be smaller, 
more highly targeted (and effective), and the new 
environment will require different processes to 
develop and launch products successfully. 

3.2 Business Objectives 

The business objectives are the goals of the 
innovation. Both methods discussed in the 
theoretical framework advice to set business 
objectives. They state which business drivers are 
addressed and how these are hoped to be achieved 
with the proposed project. This can be one or more 
specific aspects of the strategy that need to be 
improved or modified; one or more of the business 
model components that need improvement; or 
processes or products that need to become more 
efficient and better address the needs of customers. 

3.3 Alternatives 

The alternatives represent the available options to 
reach the objectives. At the start of this section, we 
describe the reasoning to include identification and 
assessment of alternative solutions in the method. 
Summarized, the argument is that it would be 
unwise to go with the first idea that comes along that 
addresses the business drivers, without investigating 
whether other, perhaps better, alternatives exist. 

Sometimes, the benefits of a single specific 
opportunity or idea are assessed. In such cases, it 
might be hard to find a substitute or alternative to 
the opportunity. Thinking of alternatives and 
assessing them increases the chance of pursuing a 
better-balanced alternative, instead of the first that 
comes to mind. All alternatives need to be compared 
with the current situation. 

Amongst others, identification of alternatives can 
be done by assigning a senior manager with the task 
to define and launch business model experiments 
(Chesbrough 2007). Harvard Business School Press 
(2011) proposes brainstorm sessions as a tool to 
identify alternatives. Both tools can be used to 
identify alternative business models. Next to those 
tools, market assessment tools or SWOT analysis 
may be suitable to come up with alternatives.  

3.4 Effects 

The effect component is the largest of all. This is 
because a variety of actions needs to be performed 
with the effects to create a consistent and structured 
overview of the effects on the organization per 
alternative. Effects are the positive (benefits) and 
negative (disadvantages) effects that an alternative 
causes. First, effects need to be identified. Second, it 
is important to come up with measures for each 
effect. Third, each effect must be connected to an 
owner. This increases involvement with the project 
within the organization, and stimulates owners of 
benefits to help establishing the alternative when it 
is approved. Fourth, each effect needs to be placed 
in the framework in Table 2 (Ward et al. 2008). For 
each effect, the framework determines the type of 
organizational change (do new things, do things 
better, or stop doing things) and the degree of value 
explicitness (from observable to financial).Fifth and 
final, a time frame is estimated per alternative. This 
time frame gives information of when the project 
starts, when it delivers results, and when it finishes. 
Each alternative goes through these five steps. 

3.5 Risks 

The fifth component is concerned with risk 
assessment of each alternative. Risk is defined as the 
probability that input variables and outcome results 
vary from the originally estimate (Remenyi 1999). 
How risks are assessed depends on the situation and 
needs further research per case. Amongst many 
others, the “best case/worst case scenario” method 
can be used to assess the risk of the alternatives. 
With this method, two scenarios are developed and 
the effects of each scenario on the organization are 
estimated. In the first scenario, the alternative will 
perfectly result in the expected benefits. In the 
second scenario, the worst reasonable possible 
situation will evolve caused by the alternative. 

3.6 Costs 

Costs are one of the most important aspects of a 
business case. The costs give an indication of the 
total expected investment costs, and expected profit 
over a specific time period. The investment costs 
represent the money needed to implement the 
business model change in the organization. Also, in 
the costs section, the expected payback time is 
calculated to indicate how long it will take for the 
break-even point is reached. 
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Figure 2: Business modelling connected to the business case method. 

3.7 Alternative Selection 

After gathering the data for all alternatives in the 
previous steps, the best option can be chosen by 
weighting the expected effects against the expected 
calculated costs. Harvard Business School Press 
(2011) suggests that the best alternative is partly 
chosen based on feelings. However, if the risks are 

translated into expected costs, this can be added to 
the costs-effect equation. Then the alternatives have 
to be compared based on the non-financial effects 
and the total expected costs/profit of the alternative. 
Many methods to do this exist, varying from 
complex to rather simple (e.g., the direct-rating 
method, point-allocation method, and analytical 
hierarchy process; Van Ittersum et al., 2004). 
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3.8 Implementation Plan 

Now that the best alternative is selected, it is 
important to develop a plan of action. Tasks, roles, 
objectives, resources, dates, and responsibilities are 
parts of this implementation plan. The level of detail 
of an implementation plan varies depending on the 
case. The plan lays out how progress can be tracked 
and success measured when the proposed solution is 
put into action. Without this, actual success of a 
business case is hard to verify. 

4 CONNECTING THE BUSINESS 
CASE METHOD TO BUSINESS 
MODELLING 

In this section, the developed business case method 
is applied to the business model concept. Figure 2 
visualizes the connection. The figure shows the 
business case steps on the left. The sources, types of 
information, or input for each of those steps are on 
the right. 

The first step contains the business driver. 
Business drivers for business model innovation can 
come from different sources. In general, shortening 
product lives, intense global competition, and the 
disruptive and dynamic environment are the main 
sources (Chesbrough 2007). This can lead to one of 
the three causes for business model renewal. The 
business objective represents the goals that the 
business model change aims to achieve. 

The next step is identification of alternatives. In 
this step, multiple business models can be developed 
with the focus on meeting the business objectives. 
Next, the effects, risks, and costs of each of the 
business model alternatives are assessed. The effects 
represent the positive and negative non-financial 
effects that alternatives cause. The effects can be 
represented with a framework for business case 
development (Ward et al. 2008).To assess the risks 
of the project, one of the risk assessment methods 
described in literature for project management can 
be used. The risk assessment part should at least 
cover the points of Remenyi (1999). The risk can be 
represented in a probability vs. impact matrix. 

Often, the expected financial benefits, and the 
costs of the project, are the most important part for 
decision makers using business cases. In the costs 
section, changes in the business models costs and 
revenue component need to be assessed. The cost 
component of a business model must cover costs 
created in other components (Iacob et al., 2012), 

such as key activities. Next to the expected costs and 
profits, the payback period and return on investment 
should be presented. 

Using a multi-criteria method, the most suitable 
business model can be selected in the seventh step. 
After that, an implementation plan can be developed. 
During step three till eight, alternative business 
models should be compared to the current business 
model to assess the changes and effects that it 
causes. For example, in the fourth step, only the 
effects that differ from the current business model 
are assessed. The reason for this is that the other 
effects remain the same for both alternatives, and 
thus only increases the size and complexity of the 
business case. 

5 METHOD DEMONSTRATION 
AND EVALUATION: DEA 
LOGIC AND HOUSING 
ASSOCIATIONS 

Having created the artefact (business case method), 
the next step is to demonstrate it. We use a case 
study of the company DEA Logic, which provides 
products and services for Dutch housing 
associations. The main two stakeholders in the case 
are the company DEA Logic and the Dutch housing 
associations. The innovation is developed by DEA 
Logic, and the target customers for this innovation 
are Dutch housing associations. The innovation will 
have an impact on the business model of the Dutch 
housing associations. 

DEA Logic is an engineering company 
specialized in advanced electronics, security 
software, and consulting in information technology, 
information management, and building management. 
Over the last years, DEA Logic developed an access 
control system called C-Lock, which has a major 
position in their product portfolio currently. The C-
Lock system can be extended with multiple 
solutions. This way, apartments can be better 
adjusted to the needs of the tenants. In this case, 
DEA Logic wants to discover whether their product 
is favourable for (Dutch) housing associations. A 
business case needs to be developed. 

In the Netherlands, a housing association is a 
non-profit organization, which’ mission is to build, 
manage, maintain, and rent houses and apartments. 
The responsibilities are defined and assigned by the 
Ministry of the Interior and Kingdom Relations. 
Each housing association is private, but can only 
operate within boundaries set by the Dutch 
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government. Therefore, housing associations do not 
differ much. In addition, all housing associations 
have more demand than supply currently, which 
causes waiting lists. The houses they rent are 
favourable for citizens with a low income (an annual 
income of € 43.000 is the maximum). The 
associations are tasked to supply good housing 
possibilities for the relatively more vulnerable and 
poorer people in society. Similar constructions exist 
in other countries. For example, the United Kingdom 
has government-regulated housing associations with 
the same goal; to provide housing to people on a low 
income or people who need extra support. 

Thanks to the public character of the housing 
associations, all needed information for this case is 
public and presented on websites of housing 
associations, the government, and the central fund 
for people housing. For the scope and purpose of 
this research, applying the DEA Logic case on 
Dutch housing associations in general is sufficient to 
demonstrate the designed method. 

The data and numbers used in the business case 
are based on calculations by DEA Logic, and 
internet sources. For reasons of confidentiality, the 
numbers are not accurate. The business case gives an 
indication of the order of magnitude of the costs 
difference between the two discussed alternatives. If 
in the future, a housing association would like to 
realize the project, a new business case has to be 
made, to assess the effects of the innovation on their 
specific situation. For the purpose of demonstrating 
the business case method, the used numbers and 
accounted variables are sufficient. 

DEA Logic develops technological and 
electronic innovations for real estate amongst others. 
The C Lock access control system is one of those 
products. The latest innovation for newly built or 
renovated apartment buildings is IP-infrastructure. 
In the current situation, each apartment in a building 
complex is supplied with public utilities and digital 
infrastructural connections. In the Netherlands, each 
apartment is provided with at least a telephone line, 
television cable, intercom system, and often 
fiberglass connection for internet. Each of these 
connections makes use of their own wires. The main 
idea of IP-Infrastructure is to supply each apartment 
with only one TCP-IP connection, combining 
telephone, television, intercom, and internet, as well 
as other possible data connections. 

This infrastructure not only reduces 
infrastructural costs and materials of newly built or 
renovated apartments, but also increases the amount 
of possible functionalities. The currently developed 
functionalities are derived from the C-Lock access 

system, and can be connected to the receiver easily. 
Tenants can choose individually which solutions 
they need. The core of the innovation is to increase 
apartments’ flexibility, functionality, and luxury, 
and to minimize the maintenance costs. 

The C-Lock and IP-Infrastructure innovations by 
DEA Logic are suitable for Dutch housing 
associations, for they build, rent, manage, and 
maintain apartments for a diverse target group. The 
target group is diverse, as their customers are young 
as well as old people. In addition, families with 
children and people who need daily nursing support 
belong to the target customers.  Introducing DEA 
Logic’s innovations increases the suitable target 
group for each apartment, as it can be adjusted to the 
needs of the tenant more easily. Furthermore, the use 
of IP-infrastructure decreases maintenance costs. 

The innovations affect the housing association’s 
business model. Renting out C-Lock solutions and 
IP-infrastructure becomes a new key activity. DEA 
Logic becomes a new key partner, together with 
several service providers. Also the value proposition 
is extended, for apartments are more secure and 
luxury. The suitable customer segment for each 
apartment increases, as it can be adjusted to the 
needs of various tenants. Finally, a new revenue 
stream is added, for the IP-infrastructure is rented 
out, in combinations with C-Lock solutions, in 
addition to the traditional rent of apartments. 
Therefore, DEA Logic’s innovation and Dutch 
housing associations form a good combination to 
test the business case development method. 

The following eight paragraphs represent the 
eight steps of the business case method. We compare 
two scenarios. In both scenarios, the same apartment 
complex is built with one hundred apartments. The 
first scenario represents the current situation. In the 
second scenario, the IP-infrastructure is 
implemented together with C-Lock solutions. 

5.1 Business Drivers 

Based on the vision and strategy of the three largest 
housing corporations (CFV 2012), their mission is to 
build, manage, and maintain quality tenement 
housing for people with a low income and 
vulnerable groups in society. Therefore, it is 
preferable that building, managing, and maintenance 
costs of houses to be low. Housing corporations 
continuously seek possibilities to reduce costs and 
still deliver high quality, and affordable homes for a 
large and diverse target group. IP-infrastructure, in 
combination with the variety of possible C-Lock 
solutions provided by DEA Logic, is an innovation 
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that contributes to the corporations’ mission. 

5.2 Business Objectives 

In accordance with the business drivers, the pursued 
objectives of the IP-infrastructure presented in this 
business case are the following: 
• Reduce maintenance costs 
• Increase compatibility with target tenant group 
• Increase quality of living environment 
• Increase security of tenants 
• Increase luxury 

5.3 Alternatives 

The yellow post-its in Figure 3 show the current 
business model of a Dutch housing association. The 
value proposition offers low-priced rental houses in 
a good living environment for people with low 
income belonging to vulnerable groups in society. 
Revenue is generated via monthly rent and subsidy 
from the government. 
 

 
Figure 3: Business model of Dutch housing associations 
with IP-infrastructure and C-Lock solutions. 

The blue post-its in Figure 3 are additions that 
show an alternative business model of a housing 
association with an apartment complex with IP 
infrastructure. In addition to the current key 
activities, renting out infrastructure and solutions 
form a new key activity. DEA Logic becomes a new 
key partner of the housing corporation, as they 
provide the solutions and maintain the system. 
Furthermore, the customer segments are extended 
with a target group including tenants who require 
special care. The fourth change is in the revenue 
stream building block. Next to the rent of houses and 
state subsidy, the housing corporations receive rent 
for the use of the IP-infrastructure by tenants. 

Next to changes visible in the business model, 
many benefits of IP-infrastructure are within the 

tactical set of the current business model 
(Casadesus-Masanell & Ricart 2010). Therefore, 
they do not influence or change the business model. 
However, the resulting business case includes those 
effects as well. 

5.4 Effects 

Implementing IP-infrastructure in renovated or 
newly build apartment buildings affects the 
organization. Table 2 presents the effects of the new 
IP-Infrastructure compared to the current, classic 
infrastructure. The table structures them according to 
two factors. Horizontally, they are categorized 
according to the type of required organizational 
change. Vertically, they are categorized according to 
the degree of explicitness. Because the only 
difference between the two alternatives, in terms of 
business model, is the revenue model, other effects 
of both alternatives are equal. Therefore, they are 
represented in only one effects overview table. 

Table 2: Effects of IP-infrastructure 

Degree of 
explicitness 

Do new 
things 

Do things 
better 

Stop doing 
things 

Financial 

Rent C-Lock 
solutions and 
IP-
infrastructure 

 

Reduce 
maintenanc
e costs by 
not 
replacing 
door locks 
& 
nameplates 

Quantifiable    

Measurable  

Increased 
target group 
Increased 
security 

 

Observable 

Dependable 
on non-
standardized 
technology 
In line with 
mission and 
vision 

Increase 
quality living 
environment 

 

5.5 Risks  

As with each innovation, risks are involved. To 
assess the risks, we use a construction project risk 
assessment method (Tah & Carr 2000). This method 
is suitable, as renovating or building the apartment 
complex is a construction project. Most risks can be 
prevented, resulting in a very low overall project 
risk. However, some risks of the IP-infrastructure 
alternative remain, due to the following two points: 
1. The technology is new. So far, it has been 

deployed in one apartment building only. 
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2. The technology is developed and built by one 
company. The current market does not provide 
any substitutes that work with the same 
infrastructure. 

These two points are interconnected. A small change 
exists that the technology does not work as good as 
was hoped for, or the subcontractor stops supporting 
the technology. In that scenario, the costs to 
transform the infrastructure back to the current 
standard are high. Other risks for both alternatives 
can either be prevented, or do not have a negative 
influence on the organization. The total risk of IP-
Infrastructure, before prevention, is one and a half 
times the risk of the classic approach. This is mostly 
because the classic infrastructure is used almost 
everywhere and has been improved over time. 

5.6 Costs 

The cost difference, between the current situation 
and the IP-Infrastructure alternative, depends on two 
variables. First, the number and type of C-Lock 
solutions affect the costs. The second variable is 
time. Time is important, as the housing association’s 
objective is not only to build apartment complexes, 
but also to maintain them. Therefore, the cost 
overview also includes maintenance. 

To compare the costs of both approaches, an 
indication of the costs for an apartment complex 
with 100 apartments is calculated. Only the costs for 
the infrastructure and the C-Lock solutions are 
covered. The other building costs are equal for both 
alternatives. Because the costs for construction and 
maintenance of the infrastructure and the C-Lock 
solutions vary from situation to situation, several 
assumptions and raw cost estimates are used. 

Table 3 shows estimates of construction costs, 
yearly maintenance costs, and yearly profit, per 
function. Next, the maintenance costs and profits are 
extrapolated over five years to get more insight in 
the breakeven point of the alternatives. The initial 
costs for the IP-Infrastructure are higher compared 
to the current situation. However, the difference is 
not very big, and within three years, the IP-
Infrastructure in combination with the access C-
Lock solution is cheaper than the current alternative. 

Table 3: Estimated costs of construction and maintenance, 
and estimated profit. 

 

5.7 Alternative Selection 

The effects, risks, and costs of IP-infrastructure, 
compared to the classic infrastructure, are discussed 
in the previous sections. Based on this information, 
one of the alternatives needs to be selected. Looking 
at the effects, IP-infrastructure is the best choice as it 
increases the amount of target groups, quality of 
living, and security of tenants. Additionally, with the 
new technology, apartments become more luxury. 
The risks, however, are one and a half times higher 
than with classic infrastructure. Again, this can be 
reduced using available risk prevention options. 

Initial costs of IP-infrastructure are higher, but 
within four years it becomes cheaper than the classic 
alternative. Depending on the functions, the 
estimated IP-infrastructure savings are around € 
70.000 after five years. Initial costs are higher, yet 
maintenance costs are much lower. 

IP-infrastructure offers new functionalities and 
increases security of tenants, quality of living, and 
target group. Risks are higher, but can be prevented. 
Initial costs are higher, but money is saved due to 
the low maintenance costs over time. Therefore, IP-
infrastructure is the best alternative to choose. 

5.8 Implementation Plan 

After their board of directors approves this project, 
the housing association can implement the project. 
In this phase, however, it is too far stretched to 
determine an explicit implementation plan. 

6 DISCUSSION 

The objective for designing the business case 
development method to compare business models 
was to design a method to create a business case of 
business models, to objectively compare the 
assessed business models, and choose the best 
alternative. Because of the abstract descriptive 
nature of business models, it is often required to 
involve more tactical and operational details, only 
implicated by changes in the business model. 
Deciding which details are useful and which are not 
must be judged by the maker of the business case. 
This allows for a certain amount of subjectivity.  
Table 4 represents which method steps are objective 
and which are open for subjectivity. 

During creation of the business case, one of the 
experienced difficulties was switching between 
abstraction levels. A business model is an abstract 
representation of an organization. Processes and 

        Function 
Costs (€) 

Infrastructure Access Intercom Care Communication 

 Old New Old New Old New Old New Old New 
Construction 
(Initial)  

13,000 26,000 30,000 30,000 52,000 50,000  800 400 - - 

Maintenance 
(Yearly) 

 500 1,000 11,250 6,950 16,500 7,000 3,600  1,800  750 0 

Profit 
(Yearly) 

- - - - - - -  300 - - 
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products are on a more tactical or even operational 
organizational level. The outcome of comparing 
business models in the business case depends on 
choices made in organizationally lower abstraction 
levels, like the tactical and operational level. The 
distinction between a process or product business 
case, and a business model business case needs to be 
made. In the first case, focus is on cost and benefit 
comparison of the innovated process or product. In 
the second case, it is about choosing the best 
alternative way of how an innovated product or 
process affects the business model. 

Table 4: Assessment of the objectivity of the business case 
method. 

Method step Objective / Subjective 
Business driver Objective 
Business objectives Objective 
Identification of 
alternatives 

Subjective 

Effects Subjective 
Risks Subjective 
Costs Objective 
Alternative selection Objective / Subjective 
Implementation plan Subjective 

Furthermore, we found some empirical evidence 
supporting the “strategy – business model – tactical 
set” framework by Casadesus-Masanell & Ricart 
(2010). In hindsight, the case study is mostly a 
product innovation within the tactical set of the 
building association’s business model. Some minor 
changes were made in the business model. This 
made it hard to devote the business case to the 
business model, and forced us to include more 
operational aspects in the business case. This is not 
per se negative for the demonstration, the method, or 
the outcome of the business case, but the goal and 
focus of the designed method, is to objectively 
compare two business models, in contrast with 
assessing the costs and benefits of a product 
innovation. 

A limitation of the research is due to an almost 
complete lack of academic literature about business 
cases. The concept is used often, but without a well-
designed and widely accepted methodology. As well 
as for the business model concept, it would have 
been better if a general accepted business case 
development method would have existed in 
academic literature for the reliability thoroughness 
of the research. 

Overall, the method does what it is designed for. 
It is a method to develop a business case, which 
allows different business models to be compared, 
and the best one to be chosen as objective as 
possible. 

7 CONCLUSIONS 

The designed business case method to objectively 
compare business models can be used to compare 
and choose the best business model successfully, as 
demonstrated by the case study. The goal of this 
research was to increase the quality of the decision 
making process between possible business models, 
by developing a method to objectively compare the 
alternatives. Based on literature research, the 
business case method was designed. This method 
contains the eight components that Table 1 lists. 

The case study showed that the developed 
method can be used to compare business models and 
choose the best one. However, the output of the 
business case depends partially on the people 
making the business case. Steps 3, 4, 5, and 7 are 
relatively subjective steps, which gives freedom to 
decision makers. Further research is needed to 
establish the effects of this decision freedom on the 
quality of the outcome of the business case. Still, the 
method fulfils the defined goal of the research. 
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Abstract: Subject of this paper is modelling the process logic of the business processes of an enterprise, taking into 
account both the formal and the informal aspects of the organisation, but disregarding how the business 
processes have developed over time in operational practice. The aim is to arrive at a stable information 
architecture that has sufficient flexibility to absorb developments in the environment and in the enterprise 
itself in the presentation layer and business rules, without affecting the information architecture itself. 

1 INTRODUCTION 

Subject of this paper is the modelling of the process 
logic of the business processes of an enterprise (here 
named AYS), taking into account both the formal 
and the informal aspects of the organisation, but 
independent of how the business processes have 
developed over time in operational practice. The aim 
is to arrive at a stable information architecture that 
has sufficient flexibility to absorb developments in 
the environment and in the enterprise itself in the 
application software that will be built upon it. Parts 
of this approach have been described in earlier 
ICEIS and BMSD papers, in particular, papers 
presented at ICEIS 2010, BMSD 2011, and BMSD 
2012. This paper will present the preliminary results 
of the application of this approach to a practical 
case. 

After this introduction, the second part of the 
paper describes the problem and the backgrounds to 
the issue. After a short explanation about the theory 
of the firm and the role of semiotics in the case study 
the role of the analysis and modelling of business 
processes as foundation for the development of an 
enterprise information system is explored. 

The third part describes the backgrounds of the 
enterprise where the study was carried out as well as 
the most significant characteristics of the enterprise 
itself. This is followed by a short description of how 
the study was carried out and in particular of the 
interaction between analyst and practitioners in such 
a project. 

The last part of the paper is the evaluation of the 
results of the case study against several aspects. 

Especially the process logic for the internal structure 
of the business processes and the concept of lean IT 
for the efficiency of the business processes are 
important here.  

2 MANUSCRIPT PREPARATION 

2.1 Problem 

The problem in this case study is the design of a 
solid foundation for a newly to be developed 
information system for the enterprise concerned. The 
main aims for the enterprise are (1) to be able to 
replace the current software package in the short 
term without loss of essential functionality, (2) to 
expand the new system in the slightly longer term to 
provide the desired support for the enterprise’s 
business processes and (3) to be capable of 
supporting possible strategic scenarios (of which it 
cannot be determined in advance if and when they 
will occur) at some later date. 

At first, the problem demands an information 
architecture based on both the actual processes and 
on the new processes envisioned in the strategic 
scenarios. Meanwhile the architecture must allow 
the implementation of just a number of key 
functions at first to allow full decommissioning of 
the current system. An essential feature of the 
information architecture must be the maintainability 
of the business rules in a number of areas because 
the rules imposed by external stake holders are 
subject to sudden and rapid change. Complying with 
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these rules is required to operate in this line of 
business. 

The main idea behind the case study is that the 
stability of the desired information architecture is 
determined by its autonomy from chance factors and 
passing circumstances. In other words, the main idea 
is that the essential and durable structure of the 
business processes should form the foundation of the 
information architecture. This introduces the 
question how this stability can best be found. This 
approach presumes that the characteristics of 
markets and products determine the essential 
structure of the business processes for an enterprise. 
To be active in a certain market, the enterprise has to 
follow a number of social conventions that are 
associated with the market and that place norms on 
the behaviour of the individual enterprise in the 
market. The same holds for the products of an 
enterprise, for both material and immaterial 
products. Of course, for material products a number 
of physical rules and constraints apply as well, such 
as food safety requirements in case of food products. 

The idea is that hard statements can be made 
regarding the structure of the business processes and 
the associated information flows based on 
knowledge of the norms that apply for markets and 
products. 

An additional motive to start the analysis of the 
structure of business processes with the markets and 
products is that this provides a better foundation for 
the collaboration between analyst and practitioners 
than the analysis of the current business processes of 
the enterprise. This will be explored further in a later 
paragraph. 

2.2 Earlier Work 

For the case study, we will rely on earlier theoretical 
work, as presented at ICEIS 2010 and also at two 
editions of BMSD, namely BMSD 2011 and BMSD 
2012 (Suurmond, 2012; Suurmond 2013), and we 
will also rely on a long-term involvement with the 
Organisational Semiotics Community as well as on 
extensive experience in the design of information 
systems for the food processing industry. However, 
this case concerns an electro-technical reparation 
enterprise and thus presents an interesting case for 
the transfer of practical experience between two very 
different lines of business.  

2.3 Theory 

2.3.1 Theory of the Firm 

An enterprise derives its existence from successfully 

delivering products to its markets. The two basic 
requirements for sustainable business are market 
demand and efficiency of production. Every 
successful enterprise also has a form of ‘uniqueness’ 
that distinguishes it from its competitors and that 
cannot be copied (Kay, 1993). This unique and 
idiosyncratic character of an enterprise determines 
its place on the market and can be found in partly 
intangible factors such as company culture, history 
and market trust or reputation. These factors can 
indirectly be found in the company culture and 
directly in the way in which individual employees 
are dealing with individual cases in the business 
processes. The latter is subject to acculturation 
processes, with conscious and unconscious, designed 
and historically grown mechanisms by which 
individuals learn “how things are done here”. 

This approach to the enterprise indicates that 
how an enterprise operates and the operations within 
an enterprise always have to be evaluated in light of 
its position in the market. This does not mean that 
the contribution to the market position is the only 
norm; there are inescapable human and societal 
norms after all. It does highlight that it is essential 
for the continuity of the enterprise that the market is 
the ultimate standard against which it is evaluated. 
This holds for operational actions and it holds as 
well for the actions taken by its management and for 
its strategic choices. Therefore, in analysing 
business processes and in designing an enterprise 
information system to support those business 
processes the orientation on the markets and 
products of the enterprise should be the first 
criterion. 

From the above considerations it follows that the 
metaphor of the enterprise as an organism is more 
appropriate than the rationalistic and mechanistic 
approach of the enterprise (De Geus, 1997). After 
all, an enterprise is a social phenomenon in which 
the actions are determined by social norms and by 
interpretation processes. This means that modelling 
business processes and information flows from a 
purely rationalistic-mechanistic view or weakening 
the strengths of an enterprise by reducing the 
number of possible solutions in the business 
processes have to be avoided in the development of 
an enterprise information system. 

2.3.2 Semiotics 

Social communication happens through sign systems 
and the interpretation of signs is partly determined 
by history (the way in which signs were interpreted 
in the past) and partly by context (and sometimes by 
the way in which they are uttered as well, a certain 
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inflexion of the voice for example). 
Within business processes the efficiency requires 

that much of the information can be processed by 
systems. The sign systems created to this end are of 
a formal nature: the meaning of variables and of 
possibly of value ranges is recorded in the systems 
in advance. 

Within an organisation all kinds of capacities in 
which information can appear can be distinguished. 
Part of the information can be found in computer 
based systems, part is ‘between the ears’ by training, 
knowledge and experience and part is exchanged 
through all manners of ad hoc communication. The 
nature of the sign system determines the possible 
interpretations of the information given. In part 
because of the degree of formalisation.  

Although semiotics remains in the background in 
the case study, semiotic insights certainly play their 
part in the analysis and modelling. This is especially 
evident in the meaning of sign systems and of 
interpretation processes in both the analyses and in 
the business processes. It is also visible in the 
prominent role played by social norms, in particular 
in understanding business processes against the 
background of the normative function of the markets 
and products of the enterprise (Stamper, 2000; Liu, 
2000). 

2.3.3 Process Modelling and Information 
System Development 

Modelling business processes with the associated 
information flows, and validating the resulting 
model, is a communal activity of two different kinds 
of actors, each with a completely different 
background. On the one hand there is the analyst 
with communicative, analytic and modelling 
competencies (accustomed to formalised sign 
systems), on the other there is the practitioner with a 
detailed knowledge of what happens in practice, of 
organisational structures and procedures and 
equipped with lots of tacit knowledge.  

The difference in perception and background of 
the different actors cannot be bridged by the analyst 
transforming himself into a practitioner (or vice 
versa). As well as the time such a transformation 
would cost, it would mean a fundamental lack of 
recognition for the difference between the role of the 
analyst and the role of the practitioner. It might seem 
tempting to unite all of the required knowledge and 
experience in one person, but it would imply a major 
risk of consigning the process of modelling and 
analysis to the realm of tacit knowledge, with 
pernicious consequences for validation and 

maintenance of the model. In effect it would be a 
one man show.  

The model that is to be constructed of the 
business processes and the accompanying 
information flows should represent the essential 
structure, thus forming a stable basis for the 
information system that is to be developed. As a 
model it is an abstraction and not ‘true’ or ‘false’, 
but suitable to a greater or lesser degree for the 
purposes for which it was developed. A basic 
condition is stability: it should be possible to support 
all kinds of variations of the business processes by 
one single model. A second condition is the 
reduction of complexity: the model should enable 
insight into the complex reality of concrete business 
processes by omitting all kinds of details that are 
irrelevant to the structure and by naming the 
separate elements of the processes.  

An abstract example of one aspect of modelling: 
say that a certain production process moves through 
three different steps and that these steps are 
modelled as they are observed in practice: 

 
 

Later, the process is changed and the model with it: 

 
 

However, if the process elements had been analysed 
further, the following model could have been the 
outcome: 

 
 

In this last model with stages A through G both 
process variants could have been represented. Before 
the changes to the process stages A, B and C form 
the first sub-process, D and E the second and finally 
F and G the third sub-process. After the changes the 
sub-processes encompass different stages (A, B 
through F, G), but the basic model remains the same. 

The major challenge is to distil those elements A 
through G from the concrete business processes with 
all of their details. It is not unusual to start from 
interviews with practitioners from different layers of 
the organisation combined with the analyst’s own 
observations of the processes and information 
products. Often, documents regarding the 
organisation and those of the processes regarding 
quality control are important sources in arriving at 
an understanding of the processes. However, in 
practice this springs a number of problems. The first 
issue is the degree to which the formal 
documentation of the organisation and its processes 
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agrees with the organisational reality. Giving 
prominence to these documents implies taking a 
position regarding the value of these documents, 
either negatively (‘worthless paper truths of the 
managers’) or positively (‘we are trying to act in this 
way, but it was not possible just now’). In both cases 
the formal documentation is the leading norm in 
taking stock of and evaluating the processes. 

The second issue is the effectiveness and 
efficiency of the Interviews with practitioners. On 
the one hand the analyst can drown in details; on the 
other essential elements of the business processes 
might remain undiscussed. The analyst does not 
know they are there, while to the practitioner they 
are so obvious that it does not occur to him to 
mention them. The same holds for looking into the 
information products. How does the analyst find out 
what is not there, what is left out because it is 
supposed to be known or because the information is 
obtained by other means?  

Another approach is working from the 
underlying norms of the enterprise. This begins with 
an orientation on the markets and products of the 
enterprise. After all, the enterprise exists because it 
creates products for customers and this is given 
shape in the business processes. The organisation 
(and quality control) has to structure and stabilise 
the business processes, but that should happen to 
serve the higher purpose: to effectively serve 
customers in an efficient manner. Needless to say, 
other essential norms apply that lie outside of the 
enterprise. Those are in part societal norms and in 
part norms from specific stakeholders such as 
regulations by the government (requirements for the 
financial accounts are a striking example). 

The norms that are based on markets, products 
and external stakeholders are in general more stable 
and accessible than all the ins and outs of the 
business processes (especially when the analyst has 
to work his way through lots of details before 
isolating what is structural from what is irrelevant 
for his purpose). On top of this, possible 
developments in those norms are essential for the 
internal structure of an enterprise. Those can be 
developments as a consequence of strategic 
decisions by the enterprise or external developments 
that the enterprise has to follow if it wants to remain 
in the market. The model of the business processes 
should be capable of following those developments 
without major structural changes.  

2.3.4 Ontology and Ideal Type 

Through the process logic the essential and stable 
elements of business processes and information 

flows should be mapped. This aim can also be 
distinguished in several ontological approaches. 
Essentially, the process logic is used to define a 
small and specific universe of discourse along with 
the associated operations. Using a classification of 
Poli the process logic could be placed under the term 
formalized ontology: “...to find the proper formal 
codification for the constructs descriptively 
acquired...” (Poli, 2010), with the essential 
difference however, that the intended constructs are 
not obtained by means of “collection of such prima 
facie information on types of items either in some 
specific domain of analysis or in general” (Poli, p2), 
but by a normative and critical analysis of the 
enterprise against its background of its products and 
markets. 

The use by Dietz of the term ontology points in 
the same direction: “Our goal is to understand the 
essence of the construction and operation of 
complete systems, more specifically, of enterprises” 
(Dietz, 2006). In a very different time and against a 
very different background Max Weber was 
searching for a precise and consistent description of 
social patterns and their backgrounds in his main 
work Economy and Society: “In order to give a 
precise meaning to these terms, it is necessary for 
the sociologist to formulate pure ideal types of the 
corresponding forms of actions which in each case 
involve the highest possible degree of logical 
integration by virtue of their complete adequacy on 
the level of meaning” (Weber, 1968).  

A marked difference between the ontology 
approach as used in ICT and the use of the concept 
of an ideal type of Weber is the way in which the 
resulting model is viewed. Is it a basic design to 
engineer the social world towards what it should be 
or is it an instrument to understand patterns of rule-
based human action in a specific context? The 
thinking behind the former idea is formulated clearly 
by Dietz: “Contrary to many dissenting theories that 
have been advanced in the past century, 
organizations are artifacts. They are systems that are, 
and have to be, designed and engineered, like any 
other artifact” (Dietz, 2006). The latter is expressed 
by Weber in two ways, directly following the earlier 
quote: “…it is probably seldom if ever that a real 
phenomenon can be found that corresponds exactly 
to one of these ideally constructed pure types.” 
(Weber, 1968) and “The more sharply and precisely 
the ideal type has been constructed, thus the more 
abstract and unrealistic in this sense it is, the better it 
is able to perform its functions in formulating 
terminology, classifications, and hypotheses” 
(Weber, 1968). 
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The approach of using the process logic as a 
means to arrive at an information architecture shares 
characteristics with both of the above approaches. 
The concept of process logic is based on a Weberian 
idealisation and it is based on an analysis of the 
underlying norms of human action. The information 
architecture that is based on process logic is an 
especially good example of organisational 
engineering: a formal and consistent model of the 
essence of the business processes in an organisation. 
However, since the organisation as a social 
phenomenon is anything but an engineered system, 
but rather an emergent system that is continuously 
changing itself, the information architecture is not a 
prescription to how the organisation ought to 
behave. It works in the reverse direction: when the 
organisation behaves and develops itself as 
described by Taylor and Van Every (Taylor, 2000) 
and when the actions of the organisations are at the 
same time determined by a number of inescapable 
rules, then it has to be possible to represent those 
matters within the capricious daily organisation 
reality that are essential to the business in the 
information architecture. 

3 DESCRIPTION OF THE CASE 

3.1 Introduction 

AYS is a leading service and repair business for 
mainly audio-visual equipment of major brands 
operating nationwide. The enterprise carries out both 
on-site and carry-in repairs and has a network of six 
branches for the on-site and smaller carry-in repairs 
that service the different regions of the country. 
Larger carry-in repairs are performed centrally in 
Arnhem. The main contract partner is a leading 
brand (represented by its national importer), AYS is 
a certified partner and carries out all repairs in The 
Netherlands for audio-visual equipment of this 
brand. AYS is also active on a smaller scale in the 
repairs of other brands and of other kinds of 
electrical consumer products. 

The key elements of AYS are: 
• Both on-site repairs and carry-in repairs of 

audio-visual consumer products 
• National coverage with six regional branches 
• Strong affiliation with a strong brand 
• About 100 employees 

3.2 Structure of AYS 

The legal structure and the structure of the business 
processes are rather different at first sight. AYS 
presents itself to the outside world as one 
homogeneous company with a specific service 
package. There is also a strong centralisation in 
terms of management and strategy; the head office 
defines the corporate identity and determines how 
the business is done. Legally there are a number of 
different entities (each a separate legal person) on 
three levels: 
• Level 0: The holding 
• Level 1: The main office and multiple entities 

that are not involved in the servicing and repairs 
and that will not be discussed here 

• Level 2: The regional branches 
The main office encompasses a number of central 
services, the main workshop with reception desk for 
carry in service and it provides the on-site service in 
its region. The regional branches provide the on-site 
service in their regions and they have a limited 
workshop facility with a limited reception desk 
service. The regional branches are either full 
subsidiary companies or fully owned by an 
independent entrepreneur. 

3.3 Contracts, Agreements, 
Commitments 

Curiously, there is only a very limited use of formal 
SLA’s. The affiliation between the importer and 
AYS has much more the nature of a relational 
contract in which the details of the mutual 
obligations are not described as much as it is based 
on trust, established practice and, especially, on the 
binding effect of the settlement of financial claims 
of work carried out by AYS that are accepted or 
declined by the importer depending on the 
circumstances (circumstances that are not always 
known to AYS). Here, it is clear that this is not a 
symmetrical relationship; it is the importer who 
leads the way, who determines how matters must be 
handled both materially and financially. In practice, 
there are a multitude of agreements and expectations 
regarding the handling of repairs (turnaround times, 
success rates) and regarding the handling of the 
financial side. Current practice is mainly based on 
the knowledge and experience of a number of key 
figures in the AYS organization (which is both a 
weakness and a strength; a weakness because of the 
dependence on individuals, a strength because it is 
hard to reproduce and thus cannot easily be adopted 
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by others outside of AYS). 
For other products groups and brands the same 

pattern holds and the size of the contract partner is 
there too defining for the (a)symmetry of the 
relationship between AYS and its contract partner. 

3.4 Strategy 

AYS has a growing strategy in two directions. The 
first direction is diversifying the brands. Because 
there is a strong current dependence on one brand, 
AYS is investigating the possibilities to apply the 
current competencies for audio-visual consumer 
products to different brands. Potential new activities 
are not foreseen to demand new processes. However, 
it is possible that agreements and interactions with 
new parties will take on new forms (but that also 
holds true with regard to the current clients). 

The second direction is to use the competencies 
and the nationwide network for new activities, in 
particular services to professional users. Potential 
such activities are the servicing of permanent audio-
visual installations, both for companies to whom that 
is the core process (informing and/or advertising to 
its customers) and for companies where it concerns 
more internal presentation capabilities. A different 
possibility is to provide the entire handling of defect 
equipment for larger retailers (logistics service 
partner). Another possibility is to provide 
installations of new audio-visual equipment to 
professional users. Currently, there are some small-
scale activities in these directions and growth 
towards full scale services is a real possibility.  

3.5 Stakeholders 

In principle AYS is dealing with one, two or three 
external parties and with one or two internal parties 
for one repair job. The external parties are the end 
user (usually a consumer but it can be a company), 
the direct supplier (big chains of nationwide 
operating retailers), and the importer as 
representative of the brand. The client of AYS is one 
of these three parties and the details of the 
‘preceding parties often have to be registered as well 
(the consumer has two preceding parties and the 
importer has none). The contractor is one of the 
AYS branches which can subcontract the work in 
whole or in part to another branch of AYS. 

Each stakeholder has its own way of providing 
and requesting (or demanding) information and of 
tracking the work and handling the financial side. 
Moreover, these patterns are subject to unpredictable 
change. The use of references by the stakeholders is 

also erratic. Standards for dealing with warranty 
conditions and for the execution of work differ per 
stakeholder. Market and power relations determine 
who is in charge, and as a smaller party AYS usually 
has to comply with the demands and expectations of 
the (much) bigger clients. Here, logic and facts can 
sometimes be set aside. The flexibility with which 
AYS deals with these complex and rapidly changing 
practices is an essential factor for the internal costs 
and for successfully getting the remuneration for the 
performed work. 

NB: The term ‘customer’ is difficult to apply in 
the case of AYS, because there are so many kinds. 
Because of this, the term will be avoided as much as 
possible.  

4 SOME PRACTICAL ISSUES IN 
THIS CASE STUDY 

4.1 Creating Common Background 
between Analyst and Practitioner 

The analysis and modelling took place in a series of 
open conversations and presentations with 
discussions with two of the three executive 
managers / owners. As indicated the aim was to 
arrive at a stable information architecture for the 
enterprise. The stability of the architecture requires 
that it is based on the underlying lasting patterns of 
the business processes, as well as on an 
understanding of the markets and products, trends 
and strategic scenarios. At the same time 
practitioners will take a perspective based on their 
everyday work and will mainly be focused on their 
current operational obstructions. To them, the 
benchmark for the description and model of the 
business processes is their daily practice, as it should 
be. However, at the end of the process of analysis 
and modelling the analyst should have a sufficient 
grasp on the operational processes and the company 
culture, while the practitioners should have a 
sufficient grasp of the abstracted view of their 
processes. Without this resulting communal basis it 
will not be possible to discuss and evaluate the result 
of the modelling in a fruitful manner. 

The background to all of this work is formed by 
the norms imposed by the external stakeholders, the 
norms imposed by the nature of the products and the 
norms that originate from the enterprise itself. It is 
up to the practitioners to indicate these norms and it 
is up to the analyst to formulate these norms in a 
precise manner and to continuously test these norms 
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against the background of the business environment. 
Here, it will often prove necessary to adjust the way 
in which the norms are formulated; either by 
adjusting the norm itself or by adjusting the 
circumstances under which the norm applies. One of 
the results of the analysis of the norms is that it 
becomes clear which norms are hard with hard 
conditions and context (and thus suitable for 
machine interpretation) and which norms are either 
‘soft’ or significantly subject to circumstances (and 
which thus involve direct human interpretation and 
responsibility in applying the norm to a concrete 
case).  

4.2 Rigid Principles Bring Practical 
Solutions 

The purpose of this phase of analysis and modelling 
was not to solve current problems (other than the 
problem of replacing the current software package 
which could not be maintained), neither was it to 
evaluate and to take stock of the demands and 
wishes of AYS regarding the new information 
system. Because of this it was remarkable to see the 
following pattern emerge at a number of times 
(especially in the latter stages): 
• Within the process logic a sharp distinction is 

drawn between two processes 
• The practitioners react at first by projecting their 

view of current practice onto the model. This can 
result in an initial negative reaction: we do not 
recognise our processes!  

• Next, a discussion emerges about the correctness 
of the formulated model against the background 
of the norms within the organisation (mainly in 
the area of responsibilities for the end result and 
for the costs) and those outside of the 
organisation (what do the external stakeholders 
demand)  

• Sometimes the discussion results in adjustments 
to the norms and/or to the model (but not in most 
cases) 

• Finally, the practitioners conclude that by 
working according to the formulated model a 
number of current practical problems will be 
solved, because those problems are the result of a 
muddying of the boundaries between two 
processes 
 

An important example of this pattern is the 
introduction of the concept of transfers combined 
with the concept of a process step and the 
assignment of a service order to a single branch. One 
of the principal norms in the enterprise is that of 

turnaround time. External stakeholders link the 
remuneration for a repair to the meeting of the 
agreed upon turnaround time. Thus, the monitoring 
of turnaround times is a crucial component to the 
internal monitoring of the service orders. Because of 
the current out-dated information system, but also 
because of how the work floor is organised, this 
monitoring is at present a cumbersome and 
vulnerable process. Building software that supports 
the current practice would likely be a major task, 
with lots of maintenance afterwards. 

By making the current practice explicit by 
modelling a number of successive process steps 
(receipt – administrative screening – technical 
screening – actual repair – preparation for shipping – 
shipping) and by explicitly naming the transition 
between process steps as a transfer, it becomes a 
trivial job to evaluate both internal and external 
turnaround times per process step in the new 
information system. The explicit transfer between 
process steps also improves organisational clarity: 
who is responsible for the service order? If desired, 
it is also possible to split the transfer in two: making 
it available to the next process step and the 
acceptance by the next process step. This system 
also allows for easy monitoring in such a way that 
internally accumulated delays can be compensated 
for by adjusting the turnaround time for the next 
process step for the particular case. 

An accompanying concept to this concept of 
transfers is that of “on-hold” situations. When a 
service order is waiting for activities outside of the 
control of the relevant process step, the order will be 
on-hold. Here, it is recorded why it is on-hold, by 
whose actions the on-hold situation will be lifted, 
when this is expected to be the case and if the on-
hold situation causes the turnaround time to be 
suspended. 

And while this model was completely new to the 
practitioners, it cannot be called an invention by the 
modeller either. It was just giving shape to and 
formalising something that was very close to the 
surface of the business processes, but which was not 
viewed as such up to now. Rigorous modelling of 
the process steps, transfers and on holds led to 
clearly definable administrations and 
responsibilities, and less complex business 
processes.  
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5 EVALUATION 

5.1 Process Logic 

In this paper the term process logic has been used to 
distinguish it from the idiosyncratic characteristics 
of the enterprise. Usage of this term was founded in 
a number of considerations. First, it deals with a 
schematic representation of the inevitable structures 
within a certain line of business, valid within a 
specific social environment. One might say that 
these are the structures a student should be taught, 
while he does not yet know which specific company 
will employ him. Second, norms for completeness 
and consistency hold for this schematic 
representation. On the level of abstraction chosen, it 
should be capable of representing every scenario that 
arises in practice (a tall order and a real challenge!) 
and there should be no inconsistencies or 
ambiguities. This demands definitions of the 
elementary terms and a precise formulation of the 
underlying norms. 

In applying a concrete model of process logic it 
is essential to realise that it is an instrument to 
represent situations and processes (description, and 
an instrument for analysis) and that it not intended to 
be used to dictate how processes and situations 
ought to be (prescription). At its core, the process 
logic is a formalised sign system to (1) gain an 
understanding of the processes in the analysis, (2) 
precisely formulate terms and rules and (3) describe 
an information architecture that because of its 
character forms the basis for later system 
development. At the same time, process logic has to 
help the enterprise avoid inconsistencies (for 
example by preventing the use of key terms such as 
“service order” to mean various things) and leave 
the enterprise to choose how it sets up and executes 
its processes. An enterprise with five experienced 
employees will have to organise itself very 
differently from an enterprise with 5 offices, each 
with 20 employees and 10 flex workers!  

In the case at hand the attempt to uncover the 
process logic has worked well, both to establish a 
common background between the analyst and the 
practitioner and to arrive at precise definitions, rules 
and demarcations. 

Process logic is an important element for a 
common background, because it is a shared search 
for the underlying structures. For the analyst a 
general orientation on the specific markets and 
products of the enterprise with its peculiarities 
combined with a general background and common 
sense is sufficient to play his part in the discussions. 

All kinds of details that are hard to understand for an 
outsider can be isolated in this stage and assigned to 
specific places in the structure, without first needing 
to be fully explored or understood. This approach 
also forces the practitioners to be explicit about what 
really matters. 

The approach also clarified what actually 
happens in the current business processes, as the 
examples regarding the concepts of process steps 
and service order have shown above. This 
conceptualisation of current practice allows for a 
very precise and fitting way of modelling and 
monitoring the business processes and leads to a 
better understanding by the practitioners of their 
own processes. 

5.2 Administrations, Identities and 
References 

One of the pillars of process logic is the concept of 
an administration. The definition of an 
administration given by Starreveld is: The 
systematic collection, recording, processing and 
supplying of information for purposes of the 
managing and functioning of a household and for 
purposes of the accountability thereof". When we 
combine this definition with the idea that an 
administration concerns one specific domain, it 
seems obvious to directly name the required 
administrations when process logic is specified. 
Here, it is important to note that administrations 
concern product data and not master data. 

The first criterion to arrive at an administration is 
a high degree of homogeneity and autonomy. It must 
be possible to view the data that are collected in one 
administration as a single coherent whole. Also, the 
direct interactions with and dependencies on other 
administrations have to be as few as possible. A 
second criterion is the responsibility for its 
management; each administration in an organisation 
should have a single person who carries the 
responsibility for the correctness, timeliness en 
completeness of the data in it. This responsibility 
should ideally be located close to the primary 
process, to ensure that those responsible are in touch 
with the reality represented in the administration. 

In the case at hand this mainly means that each 
branch has its own administration and carries full 
responsibility for it. For example, there is no central 
registration of orders and stocks, but each branch 
maintains its own administration in these areas. 
Incidentally, in this concrete case it does not mean 
that they are free to choose their own systems. 
Everyone uses the same system, but within it every 
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branch has its own administration. Of course, in the 
presentation layer connections can be made across 
the different administrations to enable central 
monitoring of the processes. And the serial number 
administration in which the service history of 
individual devices is registered is an example of an 
administration that must necessarily be kept 
centrally because of the nature of the data and the 
interaction of these data with external systems. 

For the development of the new information 
system the specified administrations are composed 
of two parts. First, there is a basic structure with 
entities with their internal and external identities. Of 
course, within the database a single entity has a 
single unique identity, but inside and outside of the 
organisation an entity might have many alternative 
identities. Think of the number of a service order for 
example: internal and external stakeholders can use 
all kinds of references for themselves and use their 
own reference to request or provide data. Another 
example of this mechanism is the serial number: at 
first viewing this is a unique number. In practice, 
this number is unique number within a specific 
brand, product group or model. Thus, a serial 
number does not uniquely specify a single device or 
part while it is required to do so. The enterprise also 
has a need at times to refer uniquely to a part that 
does not have a serial number, which can be met by 
assigning it a particular number generated for this 
purpose. When the part is gone, the number is as 
well. Based on these considerations, it is prudent to 
primarily assign unique numbers generated by the 
enterprise itself to parts and devices and to consider 
the serial number on a device or part as an alias to 
arrive at the generated number. This system is 
always applicable and avoids the complicated 
composite identification that results from accepting 
the serial number as identifier. 

From the very beginning, the structure of the 
administrations has to be erected along with the 
associated references inside and outside of the 
enterprise. Further dressing up and setting up of the 
administration with data relevant to the contents, 
further status information, et cetera, can be done 
afterwards, in parallel to the development of the 
applications that use these data.  

5.3 Lean IT 

The lean approach places a number of demands on 
the set-up of an enterprise information system. 
Positively formulated, the information system must 
contribute to the effectiveness and efficiency of the 
business processes and use the most appropriate 

means to do so. Negatively formulated, the system is 
not allowed to cause waste (e.g.: excess production 
of information), to place undesired limits upon the 
business processes and it may promote the autonomy 
of processes as long as this does not harm overall 
efficiency and effectiveness. Information from the 
system has to be reliable and relevant. 

Put otherwise: employees have to keep being 
presented with information in the right way and feed 
back information themselves and they must have the 
freedom to make their own decisions within their 
domain. Two examples illustrate the application of 
these criteria: First, the registration of direct hours 
on service orders. From the management there was a 
strong desire to gain a detailed view of the usage of 
hours in the primary process. In computer systems 
nothing is simpler than granting this wish: 
registration per service order, per department, per 
activity of time used. In everyday reality however, 
such a system leads to unusable information. First, 
because there is a mismatch with the way in which 
the work is actually done. Second, because it results 
in an excess of registrations. Either the categories 
are too general and the registrations limited, or the 
categories are specific and the registrations time-
consuming. In both cases the registrations will 
provide an unreliable view of reality. That is why we 
opted to start with registration per service order in 
just the repair department, where it is registered for 
each employee when he begins and ends with a 
service order and which activities he performed 
during this time (which does not provide the time 
per activity). In this way, insight is provided into the 
ratio of time spend on service orders to time spend 
on other activities. Insight is also provided into the 
cases in which a service order has been handled 
repeatedly, by whom and to perform which 
activities. These data provide the foreman with a 
measuring stick to monitor the performance of his 
crew and to pay additional attention to activities that 
seem to take up too much time. 

A second example is insight in what tasks must 
be done and which tasks might be done. The 
turnaround time of service orders is one of the most 
important parameters for the performance of the 
enterprise with regard to the various stakeholders. 
When norms are created for the turnaround time as a 
whole and for the turnaround time of each individual 
process step, it is possible for the system to directly 
show which service orders have to be handled on a 
particular day in a particular team and which other 
work remains to be done with what time remaining 
according to the norms. This allows the team to 
make optimal use of its capacity by handling the 
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service orders that are the best fit at that moment for 
the current activities and available resources. Self-
control instead of central control should result in a 
significant advance in efficiency here.  

5.4 Protecting and Strengthening the 
Distinctiveness of the Company 

The strength of the enterprise is two-fold: 
nationwide coverage and a strong bond to a strong 
brand with strong partners. The downside of this 
bond to market heavyweights is that they determine 
to a large extent what the service conditions will be, 
both regarding the fees and regarding the mutual 
information supply. In this sense we are dealing with 
strongly asymmetric relationships. On the other 
hand, AYS is able to relieve large market parties of 
work that those parties are much less well equipped 
to handle and to carry out this work to a high 
standard. In other words, the enterprise has a clear 
place in the market. 

Current legacy information systems of AYS have 
been built or adapted based on concrete 
developments in and requests by the market 
partners. Because of the aging core system solutions 
have been added to applications that were not 
originally meant for such. The new system should 
improve the ability of the enterprise to react to 
market developments through improved insight into 
the actual course of the processes by sharply 
demarcating the various administrations. This 
improved information position should result in an 
improved bargaining position with both existing and 
new contract partners. 

A second contribution to the strategic position of 
the enterprise is also based on pulling apart the core 
administrations. In this way the enterprise is enabled 
to develop activities other than just service orders 
for defective equipment. The potential of nationwide 
coverage with service vehicles can be utilised for 
other activities as well. The information architecture 
allows both developments to be introduced gradually 
to expand into new markets, without major, risky, 
investment. 

Finally, the flexible legal and financial structure 
is a major advantage. The current diversity with both 
fully-owned branches and branches exploited by 
independent entrepreneurs allows for rapid change 
both in acquiring work and in subcontracting it. 
AYS can profile itself as a strong market party 
because it presents a unified face to the client (in 
corporate identity and in home visits) and 
orchestrates the orders, while the work may be 
carried out elsewhere. Separating the diversity of the 

legal and financial structures from the unity of AYS 
as a business actor is an important requirement for 
the information architecture.  

6 CONCLUSIONS 

At the time of writing this paper the analysis was not 
fully completed yet. The manner in which the 
project went and the structures that have been 
identified as process logic are already sufficient to 
consider the project successful for the client AYS. 
Here, it is relevant to note that AYS commissioned 
an analysis of the business processes by a potential 
supplier and industry specialist about a year before 
this case study, thus supplying AYS with a 
comparison. This earlier analysis did not lead to new 
insights into their processes since it was fully based 
on inquiring after factual details of the business 
processes of AYS to prepare for the implementation 
of the package. Terms were mostly left undefined 
and the information gap between supplier and 
customer was never bridged. 

In contrast, the approach in this case study 
encompassed a critical analysis of the business 
processes and resulted in many new insights for 
AYS into its own practice. Furthermore, the 
structure described is suitable to accommodate 
future developments. 

Thus, the method of analysis of the process logic 
has withstood the test of practice. However, the form 
for the final product, the description of the process 
logic, has not yet been found. The description as a 
list of definitions, a specification of the 
administrations and a specification of references 
certainly forms a useful and testable foundation, but 
a more formalised form of core entities and their 
transitions would be desirable. 

To conclude, to make the transition between 
daily actions by employees in the business processes 
on the one hand and the process logic and 
information architecture on the other, a number of 
layers will have to be distinguished in the enterprise 
information system: 
• A core system with administrations and 

operations 
• A number of rulebooks (sets of business rules 

that determine the behaviour of the operations) 
• Application software 
• Setup of the application software 
• Agreements and procedures regarding 

information flows and use of the computer 
systems 
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• Actual information flows within and outside of 
the pre-determined paths for doing so (computer 
systems, forms, structured consultations) within 
the daily business processes 

The core system as a stable basic structure and the 
more changeable rulebooks on top of it should be 
specified rigidly in an abstract and formalised 
manner. The actual information flows are a 
constituent part of the organisation as a socially 
emergent phenomenon and ultimately it is 
impossible to fully capture their dynamics and 
wealth of detail. The elements in between are a 
mixture of social conventions and logical modelling 
in practice. IT people and bureaucrats (in its 
Weberian meaning) prefer to work here with formal 
sign system, while the practitioners who need to deal 
with nuance and to weigh heterogeneous norms 
against one another in practice are much more 
inclined to non-formal sign systems such as free 
text, oral explanations and face-to-face discussions 
with colleagues. 

A major recurring problem in the development of 
an enterprise information system is the balancing of 
model with reality, of System with Lifeworld 
(Habermas, 1986). Acknowledging the formal nature 
of the core system and the surrounding rulebooks 
and acknowledging the dynamics, the capriciousness 
and the intangibility of the daily organisational 
reality can help in developing applications in a more 
efficient way. On the one hand, these applications 
are supported out of necessity by the stringent core 
system, on the other they themselves have to support 
daily practice. The conscious decision to limit 
computer systems to those operations for which they 
truly add value to operational practice is an essential 
step. Too often requirements and wishes are drafted 
from the perspective of managers located too far 
from daily practice and too often slogans such as 
‘paperless office’ or ‘everything inside the system, 
no dependence on people’ are adhered to. In the end, 
it is about the criteria of the Lean approach: add 
value, avoid waste and always use the appropriate 
means to the task (the latter is a translation to 
practice of the avoidance of waste). 

This case study had a tentative character, trying 
out several ideas regarding both the theoretical 
background and regarding the application of the 
ideas in a real world project. As such, it succeeded; 
in a short time good results were obtained 
(especially in comparison to a previous analysis of 
the same company carried out by a potential 
software supplier).  
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Abstract: Both Enterprise Ontology and Normalized Systems can be considered as design theories, which provide pre-
scriptive guidelines to design systems. Enterprise Ontology explicitly focuses on the design of organizations as
being social systems. Originally, Normalized Systems focused on the design of evolvable software systems.
However, it has been shown that, building on the Normalized Systems design knowledge, prescriptions for
other domains, such as the business process domain, can be proposed as well. This domain seems to overlap
at least partially with the domain of Enterprise Ontology, which is used to establish claims concerning pro-
cess design in various publications. However, both theories are based on completely different kernel theories.
Therefore, this paper analyzes to which extent the guidelines proposed for the Normalized Systems Business
Processes are consistent, complementing or conflicting with prescriptions from Enterprise Ontology. A con-
sistent set of prescriptions could lead to a more integratedapproach for designing integrated organizations,
business processes and software systems.

1 INTRODUCTION

The design of organizations and their components
such as the organizational structure, business pro-
cesses, and software systems is an important topic in
both practical and scientific communities (Galbraith,
1974; Avenier, 2010). Notwithstanding the attention
for this subject, explicit design knowledge in these
fields seems limited. For example, Mendling et al. ar-
gue that many theoretical frameworks are too abstract,
and that more practically-oriented guidelines lack em-
pirical and theoretical support (Mendling et al., 2010).
As a result, design of organizational components is
often considered as craftsmanship, rather than engi-
neering.

The enterprise engineering paradigm introduces a
set of prescriptive design theories which seek to rem-
edy this issue (Dietz et al., 2013). It specifically men-
tions theβ and ν theories as well-founded theories
to guide design efforts. Theν-theory states that the
design of a system is normalized when a change con-
sists of a set of elementary changes, so that every el-
ementary change does not trigger combinatorial ef-
fects (Dietz et al., 2013, p. 101). Normalized Sys-
tems (NS) provides concrete guidelines and design
patterns to obtain such normalization in software sys-
tems (Mannaert and Verelst, 2009). Based on this ap-

proach, normalization of business processes has been
researched as well (Van Nuffel, 2011). This research
resulted in a set of guidelines which need to be ad-
hered to during business process design. While both
Normalized Systems and Normalized Systems Busi-
ness Processes (NSBP) originally aimed at obtaining
designs exhibiting stability as defined in systems the-
ory (Kelly, 2006), it has been argued that the result-
ing guidelines are in line with existing heuristics of
experienced designers. For example, the guidelines
presented by Van Nuffel are related to the existing
business process literature (Van Nuffel, 2011). Nev-
ertheless, the main contribution of both approaches
is the formulation of unambiguous and theoretically
founded guidelines based on the single postulate of
obtaining the systems theoretic concept of stability.
As a result, an approach which resembles traditional
engineering, rather than mere craftsmanship, arises on
these levels.

The β-theory states that enterprise architecture
should be defined as deliberate restriction of design
freedom, which should address the function design,
construction design, and implementation design of
systems (Dietz et al., 2013, p. 100). For example, En-
terprise Ontology (EO) prescribes how the construc-
tion design of an organization should be made (Di-
etz, 2006). EO prescribes a clear way of separating
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different abstraction levels to be considered in organi-
zations (i.e., ontological, datalogical and infological)
and a systematic recurring pattern to model the onto-
logical level.

While the formulation of such theories has been
demonstrated to further the field in practice1, several
issues remain. One important issue is the current lack
of integration between the specific methods which in-
tegrate the different theories (Dietz et al., 2013). This
issue has been documented in many studies related to
enterprise architecture (Kaisler et al., 2005; Dreyfus,
2007). While certain frameworks, such as TOGAF,
focus explicitly on a method to integrate high-level
activities such as strategy formulation with detailed
software design, no prescriptive methods are present
in such frameworks. As a result, the integration of dif-
ferent prescriptive methods can remain very complex.
Enterprise architecture researchers have shown that
most reports focus on a single architectural layer, and
do not address this integration (Schenherr, 2008). In
practical projects, this results in local optimizations,
which restrict the success of an organizational design
as a whole (Kaisler et al., 2005; Dreyfus, 2007).

This means that, within the enterprise engineer-
ing community, additional research is required which
works towards an integrated method consisting of
different prescriptive design theories. For example,
both EO and NSBP seem to provide a similar kind
of guidelines when used in practical projects, which
could indicate that both approaches could be used as
complements in various projects. However, a clear
obstacle when aiming to apply both approaches si-
multaneously, is their difference in theoretical back-
grounds and abstraction. Therefore, an in-depth anal-
ysis regarding the possible compatibility of the guide-
lines resulting from both approaches is required up-
front. Such approach would investigate the extent
to which these guidelines are (1) similar in both ap-
proaches (i.e.,consistent), (2) providing additional
guidelines (i.e.,complementary), or contradicting one
another (i.e.,conflicting). It should be noted that this
approach does not result in atheoreticalanalysis of
EO and NS(BP). On the one hand, NSBP cannot be
theoretically EO-compliant, since the distinction ax-
iom is not adhered to: no separation of ontological,
infological and datalogical concerns is made. On the
other hand, EO has not been developed based on the
concept of systems theoretic stability. Notwithstand-
ing this reservation, we are convinced that an analy-
sis of the consistency, complementalness, or conflic-
tation of the practical guidelines of both approaches
can contribute to an integrated use of both EO and
NSBP in various projects.

1See for examplewww.demo.nl for case studies

2 BACKGROUND

2.1 Normalized Systems

Normalized Systems theory is aimed at studying how
modular structures behave under change (Mannaert
and Verelst, 2009). Initially, the theory was devel-
oped by studying change and evolvability at the soft-
ware architecture level, by applying concepts such as
stability and entropy to the study of the modular struc-
ture of the software architecture. Considering the ap-
plication of systems theoretic stability to software ar-
chitecture, stability implies that a bounded input func-
tion should result in bounded output values, even as
T → ∞. In other words, stability demands that the im-
pact of a change is only dependent on the nature of the
change itself. If the amount of impacts is related to the
size of the system, acombinatorial effectoccurs. Re-
search has shown that it is very difficult to prevent CE
when designing software architectures. More specifi-
cally, it has been proven that CE are introduced each
time one of four theorems is violated (i.e., separation
of concerns, data version transparency, action version
transparency and separation of states).

Various studies have shown that combinatorial ef-
fects do not occur solely on the level of software ar-
chitectures (Van Nuffel, 2011; Huysmans, 2011). On
the business process level, it has been argued that
business processes at their most basic level (i.e., the
“elementary tasks and elementary sequencing and de-
sign of these tasks” (Van Nuffel, 2011)) can be con-
sidered to be modular structures as well. In this
context, business processes have been compared to
production lines (Van Nuffel et al., 2009a). In this
analogy, a business process flow performs operations
on instances of a specificlife cycle information ob-
ject. Although production lines may seem highly in-
tegrated, they are actually loosely coupling. Every
single processing step requires the completion of the
previous steps on that instance of a particular product,
but it does not require any knowledge of the previous
processing steps, nor of the subsequent steps. As a
result, changes to individual processes or tasks do not
impact other processes of tasks (Van Nuffel, 2011).
Put differently, no combinatorial effects occur. More
generally, a business process which does not contain
combinatorial effects is called a Normalized Systems
Business Process (NSBP). In order to achieve such
processes, a set of guidelines has been developed,
which are based on the more fundamental theorems
of Normalized Systems. Together, these guidelines
allow the design of business processes without intro-
ducing combinatorial effects.
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2.2 Enterprise Ontology

Enterprise Ontology (EO) provides an organizational
theory (Dietz, 2006) which is based on the Language-
Action Perspective (LAP). Consequently, it consid-
ers an organization as a social system, and focuses
on actor roles as the essential components of orga-
nizations. This is important for the goal of this pa-
per, since this background results in the claim that
EO provides “a modular framework for business pro-
cesses” (Dietz, 2003b, p. 1). The EO theory consists
of four axioms (i.e., the operation axiom, the transac-
tion axiom, the composition axiom and the distinc-
tion axiom) (Dietz, 2006). These axioms allow to
specify in more detail what is meant with the “modu-
lar construction of business processes” (Dietz, 2003b,
p. 18). Business processes are considered to con-
sist of three levels of building blocks. A first type
of building block (the atoms) refers to the individual
acts performed by actors, as explained by the opera-
tion axiom. These atoms can be combined in higher-
level building blocks (i.e., molecules), which repre-
sent the transactions as explained in the transaction
axiom. Multiple transactions can be required to fulfill
a certain service to a stakeholder. The collection of
these transactions (i.e., a fiber) is then considered to
be a business process.

Rather than merely defining business processes
using EO concepts, various studies have focused on
the design of business processes. For example, the
main research question of the paperBasic Notions
Regarding Business Processes and Supporting Infor-
mation Systemsis “how business processes can be
understood in such a way that their continuous and
concurrent (re)designing and (re)engineering can be
performed more effectively than what is currently
the case” (Dietz and Albani, 2005). Another exam-
ple is the paperEnhancing the Formal Foundations
of BPMN by Enterprise Ontology, which states 11
propositions which can be derived from EO axioms
(Van Nuffel et al., 2009b). Based on the axioms, addi-
tional prescriptions for designing business processes
are available. For example, the operational cycle (Di-
etz, 2006, p. 163) states that an actor role needs to
be added when a transaction cannot be performed in
the same cycle of other transactions. Put differently,
this implies that the executor actor of an enclosing
transaction needs to be the initiator actor of an en-
closed transaction (cf. the composition axiom). Con-
sequently, EO prescribes that certain end-to-end pro-
cesses which are often defined in practice (e.g., order-
to-cash processes) need to be separated.

Various claims have been made that EO can in-
deed lead to better results when (re)designing pro-

cesses. The abstractions discussed in the distinction
axiom are claimed to be “a tremendous advantage
for discussing business process optimization” (Di-
etz, 2006, p. 183), (van Reijswoud, 1999). More-
over, the dedicated model within the DEMO method-
ology to represent business processes (i.e., the pro-
cess model) has been claimed to “facilitate the discus-
sion about the redesign of business processes” (Dietz,
2006, p. 183).

2.3 Is it possible to Compare Both
Theories?

Caution should be applied when comparing the Enter-
prise Ontology and Normalized Systems theory, since
their intentional application domains vary greatly.
Normalized Systems theory focuses on evolvability
of software architectures, while Enterprise Ontology
attempts to describe coordination in organizations.
Nevertheless, the Design Science paradigm argues
that the application of theories of related fields is
useful to make scientific progress. Moreover, Win-
ter and Albani claim that different design theories
can be combined in certain projects (Winter and Al-
bani, 2013). Both the Normalized Systems and Enter-
prise Ontology theory have already been positioned
in a Design Science research framework (Huysmans
et al., 2012; Winter and Albani, 2013). Comparing
these frameworks indicates an important difference
between both theories: Enterprise Ontology builds on
communication theories (i.e., the theory of commu-
nicative action, the language-action theory and sys-
temic ontology) while Normalized Systems builds on
system theoretic and thermodynamic concepts such as
stability and entropy.

Notwithstanding this clear difference in kernel
theories, remarkable similarities between Normal-
ized Systems and Enterprise Ontology have been dis-
cussed as well (Huysmans, 2011). For example, con-
sider the Separation of States theorem. It states that
“the calling of an action entity by another action en-
tity needs to exhibit state keeping in normalized sys-
tems” (Mannaert and Verelst, 2009). It therefore pre-
scribes how action elements can interact. This im-
pacts, for example, the workflow element, which ag-
gregates action elements. A workflow can reach dif-
ferent states by performing state transitions. A state
transition is realized by an action element. The suc-
cessful completion of that action element results in a
defined life cycle state. The workflow specification
determines which state transitions can be made. Sim-
ilarly, the state of a transaction in enterprise ontology
is determined by the successful performance of acts.
The result of such an act results in the creation of a de-
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fined fact. Despite the different terminology, a clear
resemblance between Normalized Systems and Enter-
prise Ontology emerges: state-keeping is enforced in
Normalized Systems by defining states, and in En-
terprise Ontology by creating facts. These Normal-
ized Systems states are the result of executing actions,
whereas the Enterprise Ontology facts are the result
of executing acts. Which actions can be performed is
determined by the state transitions in Normalized Sys-
tems, and occurrence laws in Enterprise Ontology.

Moreover, other attempts have been made to in-
tegrate Normalized Systems and Enterprise Ontology
theory more directly (Huysmans et al., 2010; Krouwel
and Op’t Land, 2011; Op ’t Land et al., 2011). It
should be noted that in these efforts, an inductive ap-
proach based on concrete artifacts is used, which can
be contrasted to a more theoretical approach. Simi-
larly, this paper does not attempts to provide a theoret-
ical comparison, but aims to comparesimilar compo-
nentsof both theories on anoverlapping domain. The
similar components refer to the formulation ofpre-
scriptive guidelinesby both theories. This is impor-
tant, given the different kinds of theories available in
literature (e.g., descriptive theories, explanatory theo-
ries, or design theories). In Normalized Systems, such
guidelines are referred to by stressing the determinism
of design (Van Nuffel, 2011). In Enterprise Ontology,
we find clear references to the importance of such
guidelines in the definition of architecture, which is
“the normative restriction of design freedom” (Dietz,
2006). Theoverlapping domainis the domain of busi-
ness processes, which is clearly addressed in Normal-
ized Systems Business Processes (cf. Section 2.1.
While business processes are defined within EO as
well, it should be noted that we interpret the prescrip-
tions of EO not only on the ontological level. In any
organization, the ontological models eventually need
to be extended to include the infological and datalog-
ical layers, and to specify an implementation. Imple-
mentation means “the particular subjects that fulfill
the actor roles at a particular time, the particular way
in which C-acts are performed, and the particular way
in which P-acts are performed.” Several publications
focused on this subject, which show that a design is
obtained which is influenced by EO prescriptions, but
which can no longer be considered to be a design of
a social system by itself, or be entirely on the on-
tological level. For example, we mention research
to define use cases for information systems based on
DEMO models (Dietz, 2003a). This is in line with in-
sights from the generic systems development process
(GSDP) (Dietz, 2006, p. 71), which states that a func-
tional specification of an object system needs to be
made based on the constructional model of the using

system.

3 APPROACH

In order to compare the guidelines of EO and NSBP,
four categories should be considered: (1)Consistent:
guidelines from NSBP and EO prescribe the same de-
sign; (2)EO-ignorant: an NSBP guideline which has
no similar EO guideline; (3)NSBP-ignorant: an EO
guideline which has no similar NSBP guideline; (4)
Conflicting: a NSBP guideline, which prescribes a
different design than an EO guideline, or vice versa.
Certain guidelines are expected to be consistent, since
both EO and NSBP consider business processes as
modular structures, and propose guidelines to opti-
mize their design. However, given the different kernel
theories of both approaches, and their non-identical
goals, certain conflicting guidelines could be identi-
fied. Moreover, neither EO or NSBP claim to be com-
plete. The claim from Dietz that “we do not intend
to claim that . . . even the wholeψ-theory is a suffi-
cient basis for achieving optimally performing enter-
prises” (Dietz, 2006, p. 81) indicates the validity of
the EO-ignorant category. The claim from Van Nuffel
that NSBP guidelines are necessary, but not sufficient,
indicates the validity of the NSBP-ignorant category.
We will adopt the work of Van Nuffel as our start-
ing point as it explicitly lists a set of 25 guidelines,
whereas the guidelines from EO have not been for-
mally consolidated in such list exhaustively enumer-
ating all guidelines incorporated in the method. Fur-
ther, given this starting point to determine for each
guideline to which category it belongs, the NSBP-
ignorant category will not be required in this paper.

The authors of this paper independently made a
classification of the NSBP guidelines. After integrat-
ing the result, differences were discussed, and the as-
sessment was iteratively refined. All three authors
have a sufficient background in both EO and NSBP.
The NSBP PhD dissertation (Van Nuffel, 2011) and
EO book (Dietz, 2006) were used as reference ma-
terials. Several academic publications were used
for additional details. Moreover, several cases (see
e.g., (Van Nuffel, 2011), (Dietz, 2006),http://www.
demo.nl) were consulted as an application of the
guidelines.

4 COMPARISON

Within this section, the actual comparison between
the practical guidelines resulting from the two the-
oretical approaches is made. Our discussion will
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follow the division made within the PhD of Van
Nuffel (Van Nuffel, 2011): first, the general guide-
lines with respect to identifying business processes
are discussed. Second, the comparison continues with
the three additional guidelines that in specific cases
identify business processes. Third, the comparison
continues with the guidelines determining individual
tasks, and finally, the auxiliary guidelines are inves-
tigated. The business process patterns discussed in
the PhD of Van Nuffel (Van Nuffel, 2011) focus on
issues not discussed by Enterprise Ontology, and are
therefore not taken into account. This section lists the
names of the guidelines in italic and bold font. Next,
the guideline is summarized in italic. Then, the con-
sistency, complementalness or conflict with EO is dis-
cussed. An overview of these discussions is provided
in Table 1.

4.1 General Business Process
Guidelines

1.1 Elementary Business Process.A Business pro-
cess denotes a constrained sequence — i.e., sequence,
iteration or selection — of individual tasks represent-
ing state transitions in the life cycle of a single life
cycle information object.Within Enterprise Ontology
(EO), a P-fact is a factum, which is defined as“the
result or the effect of an act”(Dietz, 2006, p. 42).
Therefore, facta “can be conceived as status changes
of . . . an object in some class” (Dietz, 2006, p. 42).
Furthermore, the order in which facta occur is de-
termined by so-called occurrence laws (Dietz, 2006,
p. 43). The transaction is thus about a unique P-
fact transcending the transaction pattern, which can
be considered to be somewhat consistent with a NS
business process which is about state transitions of
a single life cycle information object as stated by
NSBP. The one-to-one relationship between a transac-
tion and a P-fact is in our opinion conceptually consis-
tent with the one-to-one relationship between a single
life cycle information object and a business process.

1.2 Elementary Life Cycle Information Object.
an information object not exhibiting state trans-
parency is a life cycle information object.Whereas
NSBP prescribes the criterion of state transparency
(i.e., when no proper state transitions should be made
explicit (Van Nuffel, 2011, p. 118)) to define whether
an information object is a genuine life cycle informa-
tion object processed in a business process, Enterprise
Ontology does not explicitly state a rule, criterion or
law that in all circumstances denotes what a single P-
fact is. There are evidently ways and requirements a

P-fact should adhere to, but no general identification
mechanism seems to be made explicit:

• “We conceive the result of a production act as a
particular change in the state of the system’s ob-
ject world” (Dietz, 2006, p. 58);

• “The object world reflects the produced things
(e.g., goods or services) that are delivered to the
elements in the environment” (Dietz, 2006, p. 58).

As a consequence, – although it could be argued that
only most fine-grained production facts exist (and
therefore, that production facts are defined unambigu-
ously), but that they can be aggregated to simplify
models – it seems that identification of production
acts in EO is not unambiguous: it depends on what
is considered to be the system and environment, and
different production facts can be identified depending
on the aggregation level taken into account. More-
over, elementary life cycle objects can also refer to in-
fological and datalogical production facts. Therefore,
the authors categorize this guideline as EO-ignorant.

1.3 Aggregated Business Process.In order to rep-
resent an aggregated business process, an aggregated
life cycle information object has to be introduced.In
EO, a business process is based on the composition
axiom: “a business process is a collection of causally
related transaction types, such that the starting step
is either a request performed by an actor role in the
environment or a request by an internal actor role to
itself” (Dietz, 2006, p. 103). Based on this defini-
tion, the operational cycle (Dietz, 2006, p. 163) can
be understood, which specifies that certain end-to-end
processes cannot be considered as causally related
transactions. Since the NSBP guideline is explicitly
aimed towards representingany required end-to-end
process, both theories are conflicting in most situa-
tions.

1.4 Aggregation Level. Tasks performed on a dif-
ferent aggregation level denote a separate business
process. Although in the PSD-diagrams the causal
and conditional links are enriched with cardinalities
that describe the relationship between different trans-
actions, nowhere is indicated that when an analyst dis-
covers an one-to-many relationship between two can-
didate transactions, both should be separated. Fur-
thermore, this latter relates to the aggregation level on
which production facts are defined, since a produc-
tion fact defines a transaction. Again, this does not
result in a guideline to actually separate the transac-
tions. Therefore, EO seems to be ignorant with re-
spect to this design issue.
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1.5 Value Chain Phase. The follow-up of an orga-
nizational artifact resulting from a value chain phase
denotes a different business process.While some
arguments can be made for the consistency of this
guideline, the most important argument seems to in-
dicate a conflict. For example, the operation axiom
might indicate value chain phases as separate trans-
actions, although it is dependent on the aggregation
level on which the P-facts are defined. Moreover,
the composition axiom illustrates the possible nesting
required to integrate the different phases. However,
the transaction axiom results in design decisions like
explicitly stating that the Order phase belongs to the
Delivery process in a typical Customer Order process
scope. With respect to the latter, NSBP clearly state
that these phases should be separated as they denote
separate concerns (Van Nuffel, 2011, p.132-34). In
this way, NSBP seems to consider concerns a level
“deeper” as it explicitly considers a delivery not to
belong to the Order Phase, but as a separate process
in the aggregated business process Customer Order.
Therefore, both theories seems to disagree with re-
spect to this design issue.

1.6 Attribute Update Request. A task sequence to
update an attribute of a particular life cycle informa-
tion object that is not part of its business process sce-
narios, is represented by an Attribute Update Request
business process.The guideline prescribes to separate
state transitions dealing with modifying an attribute
of a life cycle information object that does not be-
long to the business process scenarios (i.e., included
in the process). Enterprise Ontology however, con-
siders such requests to change to be part of the trans-
action. Mostly, they can be represented by one of the
four cancelation patterns. As such, this represents a
conflict between the two theories, although they com-
ply with each other on modifications that do belong to
the business process scenarios.

1.7 Actor Business Process Responsibility.Actor
business process responsibility indicates a separate
business process if different actors are responsible for
a different set of tasks, of which the task allocation be-
longs to different process owners.The operation ax-
iom declares actor roles to denote chunks of authority,
responsibility and competence. Furthermore, follow-
ing Enterprise Ontology, a single transaction can only
be executed by a single actor role. In this way, this
notion is equivalent to stating that state transitions of
a particular life cycle information object being part
of the responsibility of a particular process owner de-
note a separate business process. Furthermore, in ad-
dition to EO, also NSBP identifies the only vaguely

described notion of process ownership within litera-
ture. As a consequence, NSBP opts for a clear iden-
tification of such process ownership, which seems to
be very closely related to EO’s notion of authority.

1.8 Notifying Stakeholders. Because notifying, or
communicating a message to, stakeholders constitutes
an often recurring functionality in business processes,
a designated business process will perform the re-
quired notification. EO considers notifying stake-
holders as performing coordination acts, which are
part of an ontological transaction that creates a sin-
gle P-fact. However, NSBP identifies the concern of
notifying stakeholders to clearly differ from the con-
cerns taken care of by other business process (e.g., de-
livering an order, recruiting an employee, etc.): “de-
livering a message in the correct format to the in-
tended recipients at the right time in an unchanged
format, with the related fault handling” (Van Nuffel,
2011, p.143). These concerns refer to implementation
details, which are not considered on the ontological
level. Therefore, EO theory is ignorant with respect
to this design guideline.

1.9 Payment. Because paying a particular amount
of money to a particular beneficiary constitutes an
often recurring (technical) functionality in business
processes, a designated (technical) business process
will perform the required payment.The payment
business process/transaction is identified by both the-
ories, and can be considered as consistent. Various
DEMO cases illustrate this. It should be noted that
NSBP requires that at least the execution phase of
payment processes is implemented using a reusable
business process, in order to prevent combinatorial ef-
fects. This is not clear from the DEMO cases, which
explicitly define multiple payment transactions.

4.2 Business Process Guidelines

2.1 Product Type. A different type of product or
service denotes a main concern, and thus indicates
a different business process.The composition ax-
iom seems to indicate that Enterprise Ontology also
recognizes the existence of transactions that although
being enclosed by the same transaction, do consti-
tute individual and independent transactions based on
a product structure. But again, no clear rules could
be identified, implicitly stated by “one could apply a
finer-grained product structure” (Dietz, 2006, p. 170).
The notion of a product type defined by Van Nuffel
(Van Nuffel, 2011, p. 149) allows some interpretation
as well, namely the domain expert who will identify
the characteristic dimensions on which product types
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exhibit similar properties. As a consequence, we cat-
egorize this design issue as an EO-ignorant one.

However, if the Logistics example discussed by
NSBP is taken into account, the design issue also
seems to indicate conflicting statements by the two
theories. The NSBP separate the Logistics processes
based on the following types: non-food, food, quickly
rotating, slowly rotating, and so on. On the other
hand, EO theory seems to declare that these product
types do not cause another type of P-fact to be cre-
ated, and thus no separate transaction to be executed.
This could indicate a potential conflict.

2.2 Stakeholder Type. Stakeholder type should
principally be considered a cross-functional concern
(i.e., a concern which does not require a life cycle in-
formation object by itself), expect for those business
processes where the stakeholder type denotes the life
cycle information object.Whether the theories com-
ply, comes down to the question: does EO consider
a transaction to be independent from the actor role
for which it is potentially performed? In the PhD
of Van Nuffel, a case about Human Resources (HR)
processes is discussed in which it is clearly demon-
strated that the assignment processes for a statutory
employee and a non-statutory employee differ. Based
on the authors’ knowledge, EO does not provide any
rule or prescription about the potentially different na-
ture of a transaction. For example, in the Educational
Administration case, no separate transactions are cre-
ated based on different student types.

2.3 Access Channel. The concept of an access
channel indicates a cross-functional concern.In EO
publications no explicit referral to this design ques-
tion could be found. However, implementation is ex-
plicitly out of scope for EO: EO “fully abstracts from
the implementation [of C-acts]”, which includes “the
particular way in which C-acts are performed” (Di-
etz, 2006, p. 83). Consequently, it can be argued that
the theories comply as EO does not explicitly states
a different access channel denotes a separate transac-
tion. Consider in this context the pizzeria case (Dietz,
2006, p. 166). The transactionT01: Completioncon-
tains all access channels to place an order.

4.3 Task Guidelines

3.1 A Single Functional Task - Overview. A task
represents a functional entity of work that either re-
sults in a single state transition of a single infor-
mation object type, or refers to an Update or Read
task on a single information object type.Where
NSBP specifically describes what a single task (or

step within a business process) can be, our analysis
of the EO fails to find equivalent rules. Of course,
the transaction axiom identifies single acts (result-
ing in facts) within the transaction which might in-
dicate consistency. However, the authors seem to find
more evidence to categorize it as EO-ignorant. For in-
stance, consider the acceptance of a stated P-fact con-
sisting of an evaluation of its quality by performing
three quality tests and then communicating the out-
come to the initiator actor role which is authorized,
responsible and competent to accept the P-fact, who
will communicate it to the executor. EO considers
this example to be part of the Accept C-act whereas
NSBP prescribes to separate it in five different tasks,
and two instances of the Notification business pro-
cess. Thus, based on our analysis, we consider it to
be EO-ignorant.

3.2 CRUD Task. Each of the Create - Read - Up-
date - Delete (CRUD) operations constitutes a single
task.Since these tasks are on the infological and dat-
alogical layers, this guidelines is EO-ignorant.

3.3 Manual Task. Every manual task of which the
initiation and completion has to be known, has to be
designed as a separate task.EO makes abstraction of
the implementation of C- and P-acts (also see discus-
sion of 2.3 Access Channel). Therefore, EO is igno-
rant with respect to this guideline.

3.4 Managing Time Constraint. The management
of a time constraint denotes a separate task because
it represents the individual concern of managing a
particular time constraint.In EO, a time aspect only
seems present in the time-aspect of the proposition of
a P-fact (Dietz, 2006, p. 84) and self-initiating trans-
actions (Dietz, 2006, p. 99). However, EO makes no
claims whatsoever with respect to (not) separating an
individual time constraint. As such, we categorize the
guideline to be EO-ignorant.

3.5 Business Rule Task. A single business rule
should be separated as a single task.An individ-
ual business rule should be isolated in its designated
task following NSBP. EO acknowledges that busi-
ness rules can sometimes be existential laws, as ex-
pressed in the state model, or action rules, which are
expressed in the action model (Dietz, 2006, p. 196).
In this sense, both seem to be consistent. However,
EO does not explicitly states that every single busi-
ness rule should be isolated. Therefore, EO seems to
be rather ignorant to this design issue.

Third International Symposium on Business Modeling and Software Design

60



3.6 Bridge Task. When a business process instance
operating on an instance of life cycle information ob-
ject type I has to create a business process instance of
another life cycle information object type L, this func-
tionality is designed as a bridge task that initiates the
creation of the instance of the life cycle information
object L, and represents a state transition on the in-
stance of I.As already illustrated above, the composi-
tion axiom of EO denotes the nesting of transactions.
As such, it is illustrated that the Request C-act can be
“triggered” by another transaction (i.e., the executor
of an enclosing transaction can initiate an enclosed
transaction). The Result structure analysis step of the
DEMO methodology also adds to this. Conceptually,
this is what a bridge task represents: it triggers the
execution of another business process.

3.7 Synchronization Task. When a business pro-
cess instance operating on a life cycle information
object I has to inform a business process instance of
another life cycle information object L, a synchro-
nization task, representing a state transition on the
instance of I, alters the state of the business process
instance of L.The NSBP synchronization task con-
ceptually equals the waiting conditions specified in
the EO model based on the Result structure analysis,
following the composition axiom.

3.8 Synchronizing Task. A synchronizing task rep-
resents the task receiving information from another
business process’s execution, in order to continue
the business process control flow.Equivalent to the
Bridge task, also the Accept C-act in the EO trans-
action pattern represents conceptually the same as a
synchronizing task. It allows the enclosing transac-
tion/business process to continue, and thus is the end
of the waiting condition.

3.9 Actor Task Responsibility. A task cannot con-
sist of parts that are performed by different actors.
Here NSBP is consistent with EO, as the operation
axiom states that actor roles are elementary chunks
of authority, responsibility and competence. Thus the
fact that another actor role is authorized, responsible
and competent to perform a particular task, suffices to
split this task from any other task another actor role is
authorized, responsible, and competent to execute.

4.4 Auxiliary Guidelines

4.1 Unique State Labeling. Each state of a life cy-
cle information object has to be unique.The first
auxiliary guideline,Unique State Labeling, states that
each state of a life cycle information object should be

unique. Thus, it indicates the necessity to uniquely
define the states a business process can transverse.
Also EO identifies unique labels as each coordina-
tion act and each transaction are uniquely labeled; and
even more it states that facts can be created, but can-
not be undone (Dietz, 2006, p. 82). Thus theories are
considered to be consistent.

4.2 Unique State Property. A life cycle information
object instance can only be in a single state at any
time. Also EO declares a transaction has a unique
status: the last performed fact, which is defined in EO
as a state transition in the C- or P-world (Dietz, 2006,
p. 82). Thus theories are considered to be consistent.

4.3 Explicit Business Process End Point. If a busi-
ness process type has multiple possible outcomes,
each of these scenarios should have its dedicated end
point reflecting the respective end state of a business
process instance.EO specifies through its transaction
patterns (basic-standard-cancelation) that every sce-
nario should be explicitly described. In this way, it is
consistent with NSBP as every business process’ exe-
cution results in a specific end point/state, and not in
a general state “finished”.

4.4 Single Routing Logic. A split/join element in a
business process’s control flow should only represent
a single split or join routing expression.Essentially
EO does not discuss this proposed guideline, so it is
considered to be EO-ignorant. However, it can be ar-
gued that both theories are consistent because within
the transitions between the different C-facts and P-
fact that are exhaustively described in the transaction
pattern, no violation to the NSBP guideline was iden-
tified. Further research should identify whether this
non-violation is purposefully – and thus the theories
are consistent – or rather by chance – and thus remains
EO-ignorant.

5 DISCUSSION

Table 1 summarizes the comparison made in the pre-
vious section. A bullet denotes that the identified cat-
egory is determined without any doubt. An open cir-
cle means the categorization still needs further elicita-
tion as a unique categorization could not be identified.

When scanning the table, it can be argued that
the theories comply on many points (i.e., at least 10
out of 25 guidelines are consistent), indicating that
a surprising overlap exists between guidelines pre-
scribed by EO and NSBP, given their different the-
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Table 1: Consistency of NSBP guidelines and EO.
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1.1 Elementary Business Process •
1.2 Elementary Life Cycle Information
Object

•

1.3 Aggregated Business Process •
1.4 Aggregation Level •
1.5 Value Chain Phase •
1.6 Attribute Update Request ◦ ◦
1.7 Actor Business Process Responsi-
bility

•

1.8 Notifying Stakeholders •
1.9 Payment •
2.1 Product Type ◦ ◦
2.2 Stakeholder Type •
2.3 Access Channel ◦ ◦
3.1 A Single Functional Task -
Overview

•

3.2 CRUD Task •
3.3 Manual Task •
3.4 Managing Time Constraint •
3.5 Business Rule Task •
3.6 Bridge Task •
3.7 Synchronization Task •
3.8 Synchronizing Task •
3.9 Actor Task Responsibility •
4.1 Unique State Labeling •
4.2 Unique State Property •
4.3 Explicit Business Process End
Point

•

4.4 Single Routing Logic ◦ ◦

oretical backgrounds. The EO-ignorant category is
mostly discovered in the NSBP task rules. Almost
all observations can be contributed due to the differ-
ent abstraction level (EO does not consider these de-
sign questions), or the lack of a clear available answer
in the different publications (e.g., Stakeholder Type).
Consequently, NSBP seems to answer design ques-
tions EO does not answer or does not consider. Re-
garding the conflicting guidelines, some genuine con-
tradictions (e.g., Aggregated Business Process) were
identified. These conflicts should be clarified in fu-
ture research, especially because most conflicts occur
in the core (i.e., the first twelve) NSBP guidelines.

Moreover, more in-depth analysis is required,
since the reason for consistent design decisions may
differ. For example, consider the library case. The
transactionT03: Reduced fee approvalis a separate
transaction in EO because it is executed by a dif-
ferent actor (Dietz, 2006, p. 144). In NSBP, it is a

different transaction because “it denotes a separate
concern, because it recurs in at least two situations”
(Van Nuffel, 2011, p. 217) (i.e., when creating a new
member and when collecting the yearly fee). Ad-
ditionally, the NSBP-ignorant category needs to be
elaborated upon as well. For example, various coor-
dination acts are not required to be modeled in NSBP,
for example when they are implicit. The explicitation
of this category could especially aid the completeness
of NSBP models.

Nevertheless, the authors hypothesize that —
given the consistency between both theories and un-
der the condition that the different abstraction levels
on which they clearly operate do outweigh the con-
tradictions, or that contradictions could be resolved
by clearly identifying the abstraction levels on which
both theories have their proven scientific importance
— a method combining both theories to analyze busi-
nesses can be proposed. We will further elaborate on
this method and its applications in future research.

6 CONCLUSIONS

In this paper, we explored to which extend the pre-
scriptive guidelines related to the business process do-
main of EO and NSBP are consistent, complementary,
or conflicting. We explained how both approaches
offer theory-based guidelines to design business pro-
cesses, and discussed in detail the assessment of the
various NSBP guidelines. Moreover, we suggested
several possibilities for further research, to work to-
wards an integrated method for organizational design.
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Abstract: The analysis of unstructured text when performed by text mining machine learning algorithm results in 
mining model holding rules for relationships and dependencies among terms extracted by text pre-
processing techniques. The obtained mining model represents knowledge derived from the analyzed text 
which is hard to interpret as it lacks context. Enhancement of its semantic value can be obtained by 
implementing logic based approach providing formally defined meaning and interpretation mechanism. The 
generally accepted form for representation of knowledge for existing domain is by domain-specific 
ontology. The aim of the paper consists in designing a framework for performing ontology instantiation and 
population with the structures of a complex mining model involving classification and association rules. 
Procedures have been designed for annotating them with domain concepts and semantic types. The 
framework provides for turning the mining model into a context model. Ontology reasoning is implemented 
to validate the input mining model by rule semantic disambiguation and dependency conceptualization. The 
framework implementation provides for outputting validated domain-related knowledge base in explicit and 
machine-readable form as a resource that can be adapted for decision support. 

1 INTRODUCTION 

Text analysis has become a topic attracting 
increasing research interest and efforts in the recent 
decade. The reason consists in the enormous and 
continuously growing amount of published 
information on Internet. Searching for specific 
subject area related documents more efficiently as 
compared to the traditional keyword-based 
techniques has emerged as one of the most 
challenging and value-adding problems concerning 
it. Classification of text documents has turned out to 
be the most important task in text analysis so far as 
the retrieval of information from the web is 
concerned. The text analysis performed by 
implementing classical syntactical and statistical text 
mining techniques results in mining models that 
generally lack sense and ignore the semantics of the 
input documents. 

Most recent researches present techniques and 
approaches for ensuring the lacking semantic 
integration in a text mining model and improving 
machine-learning based text classification (Albitar, 
Fournier and Espinasse, 2012; Garla and Brandt, 
2012). They implement semantic resources like 

thesauri and ontologies for text “conceptualization” 
(Albitar et al., 2012) or taxonomical structures for 
improving feature ranking and semantic similarity 
measures for projecting text into a feature space 
(Garla et al., 2012) thus enriching the semantics of 
the classification output.  

Machine accessible semantics of text mining 
models is achieved by means of ontologies 
(Horrocks, 2008). They represent hierarchically 
structured conceptual schemas that give formally 
defined meanings to concepts referring to a specified 
domain. As a model of a piece of the world it 
provides vocabulary describing the aspects of the 
modelled domain as well as an explicitly stated 
meaning of its content. The meaning generally 
represents classification information. 

Ontology-based methods have been implemented 
for refining text analysis and information extraction 
process. Extraction of links between concepts for 
capturing domain semantics by using domain 
specific ontology has been considered in (Morneau 
and Mineau, 2008).  

Ontologies provide semantic frameworks for the 
interpretation of analyzed information. This 
becomes possible by using logical formalisms for 
their representation. Description logic (DL) (Baader 

64



 

et al., 2007) is a knowledge representation 
formalism distinguished by formal semantics and 
provision of inference services. It is the foundation 
of ontology languages like OWL DL (Motik et al., 
2012). Ontology based on description logic provides 
reasoning tools and services for designing and 
maintaining qualitative ontologies, answering 
queries over its classes and instances, integrating 
and mapping ontologies. Therefore ontology 
reasoning facilitates the design and development of 
ontologies as well as their deployment in 
applications. 

The intensively researched problem areas 
mentioned so far provide the motivation for the 
current work. The aim is to design a framework for 
implementation of domain ontologies and reasoning 
services in text document analysis enabling the 
design of qualitative and validated domain related 
knowledge. The rest of the paper is organized as 
folows: Section 2 examines approaches, platforms, 
mechanisms and  applications of ontologically based 
text analysis; Section 3 presents the conceptual 
structure of our framework for ontological text 
analysis; Sections 4 and 5 highlight framework 
implementation issues and Section 6 concludes with 
discussion and directions for future work. 

2 REVIEW ON ONTOLOGIES IN 
TEXT ANALYSIS 

Text analysis is used in the sense of automatic 
processing of huge volumes of textual information in 
order to facilitate its retrieval, management and 
structuring for research purposes. On the other hand 
this notion concerns also the extraction of context 
and meaning from the processed text corpus. Each of 
these aspects is performed by the implementation of 
specific information technology.  

The technology which converts unstructured or 
semi-structured natural language text in a form that 
is suitable for machine processing which results in 
models of extracted  facts, discovered implicit links 
and generated  hypotheses, is referred to as text 
mining. The models obtained by text mining 
represent knowledge which needs to be properly 
interpreted, shared and integrated. This can be 
accomplished by combining them with 
corresponding conceptual models which reflect the 
structure of the subject area the knowledge is 
referring to and defines the interpretations of its 
terms, i.e. ontologies. They specify concept meaning 
and their relations to other concepts in machine-
readable form. Ontologies therefore provide for the 

automatic semantic interpretation of textual 
information and enhance the benefits of text mining. 
Further on text analysis will be distinguished as text 
mining analysis and ontological analysis.  

Figure 1 shows a framework for text mining 
analysis performed on unstructured text corpus that 
is presented in (Rozeva, 2011a).  

 
Figure 1: Text mining analysis framework. 

Within the above shown framework text is 
lexically and syntactically processed for the 
extraction of descriptive terms. They are determined 
on the basis of evaluating frequency of appearance 
in a document. Different methods for frequency 
calculation can be implemented for enhancing the 
relevance of the extracted terms to the document 
content. The extracted descriptive terms provide for 
presenting documents by term vectors. Each 
document is represented by a vector, which contains 
the extracted terms and their frequency of 
occurrence in it. Obviously the document vector 
matrix is sparse. The matrix is processed with 
machine learning algorithms and in result mining 
model is obtained. It stores patterns in the form of 
classifications, groups and associations mined from 
the input documents. 

Approach for implementation of text mining 
model within a specified platform for predicting 
unknown features of new documents is presented in 
(Rozeva, 2011b).  

2.1 Ontological Text Analysis 

Basic aspects and practices of using ontologies with 
text mining are reviewed in (Spasic et al., 2005). So 
far as ontology provides the terminology of a 
domain, terms are set to express specialized domain 
concepts. The mapping of term to concept is 
considered as the basis for the semantic 
interpretation of text mining models. Different layers 
of text annotation by means of ontologies are 
examined, i.e. lexical, syntactic and semantic.  

A solution for the term ambiguity problem as a 
general text mining challenge is reported in (Bratus 
et al., 2009). It concerns cases when a term refers to 
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multiple concepts which are normal for natural 
language texts. The textual case-based reasoning 
system developed performs taxonomic indexing of 
text archives which provides for ontology-guided 
search. It requires text classification and 
disambiguation. The implemented classification 
method locates key phrases in lexical taxonomies. 
Disambiguation uses context to determine the 
taxonomy regions, which are likely to be most 
relevant. Algorithm has been designed for ontology-
guided text disambiguation. 

Use of ontologies during the text analysis 
process and as an export format for the results 
obtained is shown in (Witte et al., 2007). Software 
document ontology has been designed for being 
automatically instantiated by text mining module. 
The concepts to be included therein are the ones 
related to: document structure or lexica; lexical 
normalization rules; relations between classes and 
software specific entities. The text mining system 
for the instantiation of pre-modelled ontology 
(ontology population) has been designed within the 
GATE framework (Cunningham et al., 2011) for text 
engineering, language processing and text analysis. 
Entities resulting from natural language processing 
(NLP) populate the ontology which is further on 
processed for named entity recognition. Entities are 
matched against a list of terms and in case of match 
an annotation is added. An ontology-aware 
component incorporating mappings between term 
lists and ontology classes is used to assign the proper 
class in case of term match. Specially designed 
grammar rules are used to detect and annotate 
complex named entities. They refer to the 
annotations created and evaluate the ontology 
directly. They detect semantic units by combining 
ontology-based look-up information and extracted 
noun phrases from documents. By implementation 
of fuzzy-set based co-reference resolution system 
detected entities are grouped into chains. 
Normalization with a set of lexical rules provides 
entities with canonical names. Rules are stored in 
their corresponding classes in the domain ontology 
which allows the inheritance of rules through 
subsumption. Relations between entities are detected 
by grammar rules and syntactic analysis. The 
obtained relations are filtered through the ontology 
for discarding the semantically invalid ones.  

Integration aspects of formal ontologies in OWL-
DL format with text mining systems for supporting 
NLP are discussed in (Witte et al., 2007). Ontology 
is implemented both as a container for mining 
results and as a language for document processing. 
Requirements for the necessary information to be 

included in ontology for supporting text mining 
tasks are defined. Issues concerning interfacing 
ontologies to text mining systems have been 
considered as well. 

Ontology population methods have been 
considered in (Wang et al., 2005) and (Damljanovic 
et al., 2009). Learning and populating ontology from 
linguistic resources is presented in (Wang, et al., 
2005). Special attention is turned to the extraction of 
related concepts and the method applied prevents 
them to be far apart in the concept hierarchy. 
Creating adapted workflows for semi-automatically 
ontology population with text from diverse semantic 
repositories is reported in (Damljanovic et al., 2009). 

Framework for ontology-based text 
categorization which performs ontology learning by 
mining input documents and uses the ontology 
further on for refining the categorization with both 
supervised and unsupervised machine learning 
approaches is presented in (Bloehdorn et al., 2005). 
The framework provides ontology learning 
algorithms such as for constructing taxonomies with 
conceptual clustering algorithm; for classifying 
instances into the ontology by using lexico-syntactic 
patterns; for extracting labeled relations and 
specifying their domain and range and for semantic 
enrichment by finding the appropriate concept from 
a given ontology, etc. The lexica and concept 
hierarchies of ontologies are involved in performing 
text clustering and classification by enhancing the 
common term representation of documents with 
concepts extracted from the used ontologies. 
Ontologies enable specific concepts found in text to 
be replaced by more general concept representations, 
i.e. the corresponding superconcept along the path to 
the root of the concept hierarchy. More recent 
review on attempts to combining machine learning 
techniques and ontologies by investigating mining of 
semantic web data sources with inductive learning 
techniques is presented in (Bloehdorn and Hotho, 
2009). 

2.2 Ontology Querying and Reasoning 

Basic advantage of the implementation of formal 
ontologies in text analysis is that it enables the 
definition of semantic queries on concept instances 
and automated reasoning based on DL. Reasoning 
(Horrocks, 2008) has to check that ontology 
knowledge is meaningful, correct, minimally 
redundant, richly axiomatised, that queries can be 
answered over its classes and instances, that 
individuals matching a query can be retrieved and 
that the knowledge base is consistent.  
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Many inference tasks are reduced to subsumption 
reasoning and to satisfiability.  

Efficiency of query answering reasoning task is 
discussed in (Pothipruk and Governatori, 2005). DL-
based reasoning performs inference on a knowledge 
base consisting of terminological axioms (Tbox) and 
assertion axioms (Abox). Tboxes refer to the schema 
of concepts and Aboxes to the names of individuals. 
Reasoning on the terminological hierarchy, specified 
by DL first order formulas, checks the fulfillment of 
the following logical requirements: concept 
satisfiability; class subsumption; class consistency; 
instance checking.  

A subset of reasoning rules (Wang et al., 2004) 
is shown in Table 1. 

Table 1: Sample OWL ontology reasoning rules. 

Transitive_ 
Property 

(?P rdf:Type owl: TransitiveProperty)∧ (?A 
?P ?B)∧ (?B ?P ?C)⇒ (?A ?P ?C) 

subClassOf 
(?a rdfs:subClassOf ?b) ∧  
(?b rdfs:subClassOf ?c) ⇒  
(?a rdfs:subClassOf ?c) 

subPropertyOf 
(?a rdfs:subPropertyOf ?b) ∧  
(?b rdfs:subPropertyOf ?c) ⇒  
(?a rdfs:subPropertyOf ?c) 

disjointWith 

(?C owl:disjointWith ?D) ∧  
(?X rdf: type ?C) ∧  
(?Y rdf: type ?D)⇒  
(?X owl:differentFrom ?Y) 

inverseOf (?P owl:inverseOf ?Q) ∧ (?X ?P ?Y) ⇒ 
(?Y ?Q ?X) 

 
The proposed optimization approach concerns 

Abox reasoning, as the basis for query answering. 
Two types of queries allowed by DL are considered. 
The Boolean query represents instance checking and 
the non-Boolean consists in retrieving Abox content. 
The approach addresses the problem of efficient 
answering a query in a DL-based semantic web 
system implementing single ontology and multiple 
data sources.  

Architecture for ontology reasoning is proposed 
in (Pan, 2007). It supports ontology languages 
providing for the definition of customized data types 
and customized data type predicates. It allows new 
data type reasoners to be added into the architecture 
without affecting the basic concept reasoner. 

Ontology for modeling context and supporting 
context reasoning has been designed in (Wang et al., 
2004). Its upper level captures general concepts 
about the basic context. It allows hierarchical adding 
of domain-specific ontologies. Logic reasoning on 
this ontology consists in checking the consistency of 
context information and deriving high level implicit 
context from low level explicit context.  

Ontologies provide the vocabulary that enables 

the semantic markup of web resources. Thus they 
express the terminological part of knowledge 
structured in taxonomy of concepts and properties.  
DL based language as OWL enables reasoning for 
ontology checking, classification and recognition of 
class instances. Rules on the other hand describe 
logical dependencies between the ontology elements 
and as such represent the deductive type of 
knowledge. Rule types are: standard – for chaining 
ontologies’ properties; bridging – for reasoning 
across several domains; mapping – ontologies in 
data integration; querying – for expressing complex 
queries in ontology vocabulary and meta – for 
facilitating ontology engineering (acquisition, 
validation and maintenance). 

As considered in (Golbreich, 2004) completeness 
of inferences can be obtained on the basis of the 
whole domain knowledge available both in 
ontologies and rule bases. Approach for reasoning 
by combining them is designed based on Semantic 
web standards language OWL and SWRL (Horrocks 
et al., 2004). The platform for combining DL and 
rule reasoning is shown in Figure 2. 

 
Figure 2: Combining ontology and rule reasoning. 

Modeling approach for developing rule-based 
application for the web is presented in (Canadas, 
Palma and Tunes, 2009). It implements ontologies 
for describing the concepts and their relationships in 
the application domain and rules for formalizing the 
inference logic thus providing for increasing the 
amount of knowledge represented in ontologies. 

3 CONTEXT-BASED TEXT 
ANALYSIS FRAMEWORK  

The review of related work on approaches, methods, 
technologies and tools presented in the previous 
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section has motivated the design of a framework for 
analysing web text documents resulting in a 
knowledge base that can be queried with automatic 
semantic reasoners for inferring implicit facts. In our 
previous work (Rozeva, 2012) we’ve presented an 
approach for implementing pre-defined ontology at: 
 Text pre-processing step for filtering terms that 

don’t map to ontology individuals; 
 Post-processing the rules learnt by implementing 

mining algorithm. 
The approach implemented in the current work uses 
the rules model obtained by processing the text with 
machine learning algorithm for instantiation of 
domain ontology. This provides for enhancing the 
efficiency of the representation of the analysed 
domain by turning the mined model into a context 
model. The context model being ontologically based 
ensures logically validated classification and logic 
reasoning. The framework is shown in Figure 3.  

 
Figure 3: Ontological text analysis framework. 

The modules in the framework are: 
 NLP – natural language text processing resulting 

in term extraction;  
 Preparation of document vector matrix for 

algorithmic processing; 
 MLA - machine learning algorithm producing 

mined model; 
 Ontology instantiation with the mined model 

producing semantically labelled context model; 
 Ontology reasoning for inferring new facts 

resulting in validated domain related knowledge. 
 

MLAs that are usually applied for text analysis 
purposes are: discovering groups of text documents 
by clustering; classification (grouping according to 
pre-defined categories) and associations. 

The core of the proposed framework is the 
instantiation of ontology from the rules of mined 
model obtained by processing the text with machine 

learning algorithm. This process refers to defining 
classes, arrangement of classes in a taxonomic 
hierarchy, defining properties of classes and allowed 
values for them, filling in the property values for the 
individuals of the classes. The framework 
implements classification and association rules 
machine learning algorithms. The classification 
algorithm provides for building the ontology class 
hierarchy. The association rules algorithm enables 
the definition of non-taxonomic relations between 
classes. The method for ontology building is 
inspired by the method presented in (Elsayed et al., 
2007). Their approach uses the rules obtained by 
mining structured data for mapping tree nodes to 
OWL classes, tree branches to OWL classes and leaf 
nodes to individuals. The ontology building 
algorithm implements functions for: getting the 
branches of a node and the branch of a leaf node; 
getting the class that represents a branch and for 
creating individual for a leaf node. This algorithm is 
adapted in the proposed framework for taking input 
from rules mined from text and is enhanced with the 
definition of additional objectType property of the 
classes. The method for enriching the ontology with 
non-taxonomic relations is based on similar research 
held on lexico-syntactic patterns from domain 
specific dictionary for extracting relations between 
concepts shown in (Maedche and Staab, 2000) as 
well as on an approach for mining dictionary 
databases for ontology generation purposes 
presented in (Deliyska et al., 2012).  

3.1 Building Ontology Taxonomy 

The proposed algorithm for ontology instantiation 
comprises two modules. The first one creates 
ontology from a decision tree mining model. The 
second one performs ontology enrichment by 
creating relations between ontology classes from the 
results of an association rules model. The general 
structure of decision tree model shown in Figure 4 
provides the input for the ontology building module, 
i.e.: 
 Predictable attribute name; 
 Node ID and node name; 
 Node type – root, interior or distribution; 
 Node children cardinality – 2 or 0; 
 Node parent; 
 Node description – inputAttributeValue_ missing 

or inputAttributeValue_existing; 
 Node rule, containing attribute and predicate 

values; 
 Node distribution – probability of predictable 
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attribute values. 

 
Figure 4: Decision tree text analysis model. 

The predictable attribute in a text classification 
task is the document category (Topic). The tree is 
split by the presence or absence of an input attribute 
value. The input attribute in the text classification is 
Term with values extracted in the NLP stage. 
Cardinality for interior nodes is two, denoting 
existing or missing term value. Each node has 
probability distributions of predictable attribute 
values attached. The algorithm steps for mapping the 
decision tree to ontology components are: 
Step 1: Define independent class for the distribution 
with classification topics and probability;  
Method:  

 
Class Distribution = new(OWL:class) 
Distribution.Id= Distribution.name 
DatatypeProperty DistributionDP=new 
(owl:DatatypeProperty) 
Class Topic = new(OWL:class 
subClassof Distribution) 
Topic.Id= Topic.name 
DatatypeProperty TopicDP=new 
(owl:DatatypeProperty) 
Class TopicProbability = 
new(OWL:class subClassof 
Distribution disjointWith Topic) 
TopicProbability.Id= 
TopicProbability.name 
DatatypeProperty 
TopicProbabilityDP=new 
(owl:DatatypeProperty) 

Step 2: Define independent class for the nodes’ 
rules; 
Method:  

 
Class NodeRule = new(OWL:class) 
NodeRule.Id= NodeRule.name 
DatatypeProperty NodeRuleDP=new 
(owl:DatatypeProperty) 
Class Predicate = new(OWL:class 
subClassof NodeRule) 
Predicate.Id= Topic.name 
DatatypeProperty NodeRuleDP=new 
(owl:DatatypeProperty) 
Class TermValue = new(OWL:class 
subClassof NodeRule disjointWith 
Predicate) 

TermValue.Id= TermValue.name 
DatatypeProperty TermValue DP=new 
(owl:DatatypeProperty) 
 

Step 3: Define independent class for the nodes’ 
probability; 
Method:  

 
Class Probability = new(OWL:class) 
Probability.Id= Probability.name 
DatatypeProperty ProbabilityDP=new 
(owl:DatatypeProperty) 
 

Step 4: Define the root class for the taxonomy of the 
interior and terminal nodes;  
Method:  

 
Class All = new(OWL:class 
disjointWith Distribution 
disjointWith NodeRule disjointWith 
Probability) 
All.Id= All.name 
DatatypeProperty All=new 
(owl:DatatypeProperty) 
 

Step 5: Define the class taxonomy from the interior 
and terminal nodes;  
Method:  

BEGIN 
 For each node DN  
 Class C=new (owl:Class) 
 C.Id= DN.name 
 DatatypeProperty DP=new 
(owl:DatatypeProperty) 
Dp.Id= DN.name+”_Value” 
Dp.AddDomain(C) 
  For each ChildNode CN of Get-
Children(DN) 
 Dp. AddDomain (CN.Get-Class ()) 
  endfor 
 endfor 
End 
 

Step 6: Define properties and make the relation of 
the class taxonomy to the independent classes; 
Method:  

 
ObjectProperty hasDistribution = 
new(Owl:FunctionalObjectProperty) 
ObjectProperty hasProbability = 
new(Owl:FunctionalObjectProperty) 
ObjectProperty hasRule = 
new(Owl:FunctionalObjectProperty) 
AddSubclassOf(All, hasDistribution) 
AddSubclassOf(All, hasProbability) 
AddSubclassOf(All, hasRule) 
 

Step 7: Create individuals for ontology classes; 
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Method:  
 
BEGIN 
For each node DN  
 Individual I = new 
(owlclass:Individual) 
  Foreach Topic T 
Distribution.I+=
 T+TopicProbability 
  Endfor 
 NodeRule.I+= Predicate+TermValue 
 ADDType(Distribution.I, I) 
  ADDType(NodeRule.I, I) 
Endfor 
End 
 

The ontology instantiated by this module involves 
the hierarchical relations between the defined 
classes. By including non-hierarchical relations as 
well further enrichment and refinement of the 
generated ontology will be obtained.  

3.2 Ontology Enrichment 

Ontology enrichment is achieved by the second 
module in the framework which introduces non-
hierarchical relations between ontology classes. 
These relations are extracted by applying the 
association rules algorithm of Srikant and Agrawal 
(as cited in Maedche and Staab, 2000) on the 
processed text documents. Association rules are in 
the form X →Y with measures for confidence and 
support, where ‘X’ and ‘Y’ represent items in a 
transaction set.  

When applied to hierarchically structured 
ontology classes the right side of the rule involves 
the ancestors of the particular item as well. The 
resulting rules contain ‘Y’ that isn’t ancestor of ‘X’ 
and the rule X→Y isn’t subsumed by one involving 
their ancestors. The association rules produced by 
the text mining algorithm are to be implemented as 
properties between ontology classes’ individuals. 
The algorithm implements a method which assumes 
that individual corresponding to antecedent ‘X’ of 
the association rule exists in ontology. It involves 
the following method: 
Method: 

For each rule X→Y 
If exist(owlclass.Individual=”Y”) 
Begin 
 ObjectProperty Prop_Name = 
 new(Owl:ObjectProperty) 
 AssertObjectProperty (X,  
 Prop_Name, Y) 
End 
ElseIf 

Begin 
 Class Association = new(OWL:class 
 disjointWith class.X) 
 Association.Id= Association.name 
 DatatypeProperty Association =new 
 (owl:DatatypeProperty) 
 Association:Individual=”Y” 
 AssertObjectProperty (X,  
 Prop_Name, Y) 
End 
Endif 
EndFor 
 

The method checks the presence of an individual ‘Y’ 
in ontology and creates object property which relates 
it to the individual ‘X’. If not present new class is 
added to ontology as disjoint with the class 
individual ‘X’ belongs to. Individual ‘Y’ is added to 
this class. Object property is created and is asserted 
to relate individuals ‘X’ and ‘Y’.  

4 FRAMEWORK 
IMPLEMENTATION 

The text mining module of the framework has been 
implemented in Microsoft SQL Server 2008 
(Microsoft SQL Server, 2013). The classification 
model obtained by mining the text with Microsoft 
Decision Tree algorithm is shown in Figure 5.  

 

 
Figure 5: Decision tree mining model. 

Topic’s distribution created for each tree node is 
shown in Figure 6. Term extraction and term lookup 
transformations have been implemented for text 
preparation. The document corpus consists of 
conference papers on e-Governance.  
 

 
Figure 6: Classification topic distribution. 
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For instantiating the ontology the approach for 
mapping database schema to ontology presented in 
(Yankova et al., 2008) has been implemented. The 
general form of the script statement mapping table 
column to ontology classes is: 
 
_columnToURI.putForward(“Table.Field”, 
“Ontology:hasField) 
 

The instantiated ontology with the decision tree 
model by implementing the algorithm in Protégé 4.2 
(Protégé 4 User Documentation, 2013) is shown in 
Figure 7.  

 
Figure 7: Ontology instantiated with decision tree model. 

The association rules mining model obtained by 
processing the text corpus with the Microsoft 
Association Rules algorithm is shown in Figure 8. 

 
Figure 8: Association rules mining model. 

The ontology enriched with the mined rules is 
shown in Figure 9. The rule “administrative reform” 
= Existing → e-government = Existing has been 
inserted in ontology as shown with arrows by: 
 Creating new class Reform; 
 Creating individuals for the class, i.e. 

Administrative, Management and Budget; 
 Creating object property “involves”; 
 Asserting the “involves” property to “e-

government” individual of class “E-
government_existing” with the individual 
“Administrative” from the Reform class. 

 

The ontology instantiated by the proposed 
framework has been classified with Pellet reasoner 
(Pellet Reasoner Plug-in for Protégé 4, 2013) – 

Figure 10. 
 

 
Figure 9: Enriched ontology with association relations. 

 
Figure 10: Classified ontology. 

5 REASONING EXAMPLES 

A classified ontology can be searched by logical 
queries. Figure 11 presents sample DL query for 
retrieving class individuals with restriction on 
dataType property. Class queries get subclasses or 
descendents in the hierarchy or the superclass of a 
class. 
 

 
Figure 11: DL query on classified ontology. 
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Figure 12 presents sample OWL2 query in graph 
view. The TBoxes, ABoxes and RBoxes are used to 
provide concept relations, relations between 
individuals and concepts and rules to the query.  

 
Figure 12: Owl2 Query on classified ontology. 

6 CONCLUSIONS 

A framework for text analysis involving the building 
and instantiation of ontology from analysis model 
obtained by text mining has been proposed. It has 
been designed with the aim of enhancing the 
semantic content of analysis model rules and turning 
them into a knowledge rule base which enables 
processing with logic reasoning. Most of the 
reviewed work on ontologies in text analysis 
considers natural language processing and 
validations with dictionaries and domain ontologies. 
Current approach addresses algorithmically 
processed text. It is considered that ontology 
obtained from mining model can be treated as more 
relative representation of text corpus overall content. 
By structuring a rule model into ontology the 
proposed framework ensures model’s semantic 
enrichment. The contribution of the paper is the 
defined approach for representing a complex text 
mining model as concise domain ontology. The 
examined mining model is complex because it 
contains both classification and association rules. 
Thus ontology proves to be the means for integrating 
knowledge rules from different types of machine 
learning text processing. It also provides the 
processing tools for extracting the logical content 
and meaning of the integrated rules.  

The framework couples a text mining and 

ontology instantiation modules. Methods are created 
for the automatic mapping of rules into ontology 
elements – classes, object and data properties and 
instances. The framework has been implemented for 
classification and associations analysis of selected 
text corpus. Classification as the most typical 
analysis task produces rules that enable the natural 
mapping to ontology class hierarchy. The framework 
implementation resulted in ontology that has been 
successfully classified by a reasoner. Examples for 
searching the classified ontology with description 
logic and OWL2 queries have been provided. It’s 
claimed that the ontology mapping besides for 
mining models integration turns the mining model 
into a context model with enhanced semantic 
meaning of its rules, initially extracted from text by 
machine learning algorithm.  

The framework presented has been focused 
primarily on the terminological part of the process of 
ontology building. Future work is intended in 
enhancing its axiom part as well as on mapping of 
other text mining models on ontology. 
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Abstract: Large business administrations rely on workflow systems to coordinate their business processes. In practice, 
workflow models are the blob-and-arc diagrams that outline required activities for dealing with an incoming 
event. In general however, user understanding is served better by the business rules approach. The Business 
Rules Manifesto advocates to express in declarative business rules what should be complied with, but to 
abstract from how to accomplish that by way of procedures. In this paper, we transform the main procedural 
components of imperative workflows to declarative business rules. The transformation results in two rules 
that still reflect the procedural nature of workflow, but more abstract than the corresponding workflow 
model. Once a workflow is transformed to declarative rules, these rules can be merged with other, content-
aware business rules or pruned for unnecessary restrictions. The declarative rules and relations may capture 
business requirements about work processing better than blob-and-arc diagrams of imperative workflows.  

1 INTRODUCTION 

Have you ever done a Sudoku puzzle? Its rules are 
surprisingly simple, yet the challenge of Sudoku is 
that there is no simple workflow how to solve the 
puzzle. The same applies to workflow models in 
business: the rules governing the day-to-day work 
are rather simple, yet the implemented workflows 
and procedures that prescribe how business workers 
and applications should execute the work, are much 
more complicated.  

Our point is that work should be done to comply 
to the rules set by the business, but an operational 
workflow may impose additional restrictions for 
implementational reasons having little business rele-
vance. In keeping with the Business Rules Manifesto 
(2003), we believe that business rules should be 
expressed as explicit constraints on behavior, 
independent of how the rules may currently be 
implemented in process descriptions or workflow 
diagrams. In practice, users regard workflow models 
often just as blob-and-arc diagrams that depict how 
an incoming event should be dealt with. Such 
diagrams tell the users what to do and when, but not 
why. Transforming the imperative workflow model 
into the format of declarative business rules opens 
the road to identify the rules based on legitimate 
business requirements, and to eliminate the ones that 

were added for implementational reasons. 
Using the Relation Algebra approach for rules 

coined by (Joosten, 2007), restrictions of the 
workflow are captured in a single declarative rule 
(section 5) which builds upon binary relations 
corresponding to the various structural components 
of common workflow models. Next, we express the 
business goal of the workflow by a second rule 
(section 6). Thus, the imperative constraints and the 
goal reached by the workflow are exposed at the 
same level of abstraction, and in a format compatible 
to other business rules. The workflow rules, 
previously encapsulated in descriptions or diagrams, 
become amenable for practicable validation by the 
user community, and for conflict analysis and 
optimization by rule designers.  

The paper outline is as follows. Section 2 sets the 
stage for basic workflow models. Section 3 outlines 
declarative business rules and notions used in the 
paper. Sections 4 and 5 explain how the basic 
constructs of workflow models are transformed to 
assertions of Relation Algebra. Section 6 outlines 
how the workflow process is driven by way of the 
Control Principle. Section 7 discusses elaborations. 
Section 8 concludes the paper and indicates some 
directions for further research.  
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2 BASIC WORKFLOW MODELS 

We outline features of conventional workflows, and 
explain the core notion of imperative workflow. 

2.1 Basic Workflow Models 

The Workflow Management Coalition (1999) 
defines a workflow process as a formalised view of a 
business process. It is presented as a coordinated set 
of process activities aimed to achieve a common 
business goal. Figure 1 depicts a typical workflow 
model as a blob-and-arc diagram. The example, 
adapted from the WMC'99 technical report, contains 
the four components of typical workflows: sequence, 
parallel flow, selective flow, and iterative loop 
(Aalst, Hofstede, et al., 2003). Sections 4 and 5 
discuss how to transform each to relations and 
declarative rules. 
 

 
Figure 1: A typical workflow model. 

A workflow model may be read in several ways. 
The more usual interpretation is of the flow as a 

kind of roadmap. Once an activity is completed, the 
roadmap is consulted to answer the 'now what, 
where to go next' type of question. The answer is 
what may be called a 'statement of advice' (Witt, 
2012). Upon completion of activities, it indicates 
which activities in the processing chain may be 
executed next. Typical wordings of this kind are 'you 
may now start activity A', or 'activity B is now 
enabled'. This interpretation of workflow is forward-
looking in time: what may come next, and we will 
refer to it as the indicative view of workflow.  

We prefer a more rigorous interpretation: the 
flow specifies compulsory precedence. Prior to com-
pleting an activity, all of the preceding activities 
should also have completed, out of necessity. The 
question here is 'what must have come before', and 
the answer takes the form of a business rule. The 
rule has 'immediate' enforcement, i.e. the preceding 
activities must have completed, and this may never 
be violated. This interpretation looks backward in 
time: what must have come before. We will refer to 
this as the imperative view of workflow.  

In this paper, we are only interested whether an 
activity has completed or not. The timestamp of its 
completion or duration of the activity are not recor-
ded. We abstract from details such as activity life 

cycle (Russell, Aalst et al., 2006) comprising steps 
like enabling, allocation to resource, work initiation, 
data transacting or recording the data outputs. We 
also abstract from issues such as resource respon-
sible for enactment, execution cost, etc. 

2.2 Case Management 

A workflow models how an incoming case is 
processed. Therefore, it always features some trigger 
(sometimes even more than one) where a new case 
may enter the business process. Successive activities 
are then executed for the case (in parallel and/or in 
series) until all work is done and, by assumption, the 
intended business goal is achieved. Spontaneous 
generation of new cases somewhere along the line is 
prohibited in the imperative view of workflow. Inte-
restingly, the indicative view of workflow allows 
new cases to suddenly emerge, but it is a tacit 
assumption that cases should start only at a trigger. 

The notion of 'case' or 'workflow instance' 
constitutes an essential difference between workflow 
models and business rules in general. A declarative 
business rules model specifies rules that should be 
complied with, but it does not require the notion of 
any particular 'case' being managed. If any rule is 
violated, there is work to do, regardless how or what 
caused the violation.  

Hence, in order to transform the imperative 
workflow model into declarative rules, we need to 
include the concept of 'case' or 'working instance' 
into our models. Surprisingly, we find that just this 
concept, together with the concept of 'activity type', 
provide a basic structure (figure 2) that is sufficient 
to transform an imperative workflow model into its 
equivalent declarative rule model.  

3 DECLARATIVE RULES 

This section outlines features of declarative business 
rules, and the structural components of the approach 
for business rules that we will be using in the paper. 

3.1 Relation Algebra 

We use binary Relation Algebra (Maddux, 2005) to 
specify and formulate our declarative rules. For 
readers familiar with relational database modeling, a 
few major differences may be mentioned. The 
notion of concept as we use it, is comparable to enti-
ties, but our concept is just a single column which is 
key, and has no attributes. Binary relations as we use 
them, are not foreign-key pointers, but are defined as 
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subsets of the Cartesian Product. They have many-
to-many cardinality, unless specified otherwise.  

Time is not a native notion of binary Relation 
Algebras. Indeed, none of the formulas and rules 
that we discuss in this paper will refer to timestamps 
or intervals. For this reason, some authors call rules 
formulated in binary Relation Algebra 'invariant'.  

3.2 Related Approaches 

Our terms declarative and imperative are interpreted 
differently in (Mendling et al., 2009). Their 
understanding of 'declarative' is simply that the 
given behavior satisfies all requirements. The basic 
workflow models that we consider will satisfy all 
requirements, perhaps not instantly but eventually, 
still we do not consider them to be declarative.  

Linear Temporal Logic (LTL) is an excellent 
approach to study workflows in great detail (Maggi 
et al., 2011). LTL extends first-order logic with a 
linear, discrete model of time. A workflow suite, 
called Declare, uses LTL to model and execute 
business processes. A main difference with our 
approach is again the notion of time, which is a 
prominent feature in LTL, but absent from ours. For 
example, precedence is sometimes interpreted to 
mean that an activity should not be started prior to 
the completion of the preceding one. This would 
imply that activities have a certain duration, but as 
noted before, time is irrelevant to our approach and 
we do not follow this interpretation. 

Protocol modelling (McNeile and Simons, 2006) 
also does away with temporal aspects and the notion 
of cases. Aspect oriented models enable state transi-
tions while taking multiple crosscutting concerns 
and business constraints into account. This approach 
takes the indicative view of workflow when it labels 
state transitions as 'desired' (Wedemeijer, 2012).  

3.3 Structure of the declarative model 

 
Figure 2: Basic structure of the declarative model. 

To transform imperative flows to declarative rules of 
Relation Algebra, we must first specify a suitable 
structure to capture the terms, facts and rules of 

imperative workflows. The basic structure of our 
declarative model (figure 2) is attractively simple, 
containing just two concepts as defined below. We 
will expand this basic structure with other features 
as needed:  

 
concept semantics 
[identifier] is: (a pool of) available case identifiers, 

each associated to a particular workflow 
case, e.g. a case 'customer request 123' 

[activity type] is: (the set of) activity types. Each 
activity type may be executed 
(instantiated) any number of times, in 
order to achieve the goal of the business 
process 

 
The declarative model for workflows specifies a 

number of binary relations on these concepts. The 
most important one, called completed, records 
workflow progress. A tuple (i,A) in this relation 
completed, sometimes called a transition, records 
that this particular case identifier, i, has successfully 
been processed by the particular activity type, A. For 
ease of reading, we write relation names in italics: 

 
relation semantics 
[identifier] 
completed 
[activity type] 

is: (the recording that) all work of the 
activity type has been successfully 
completed for (the case associated with) 
identifier i.  

 
The completed relation represents the audit trail 

of the work done on a particular case. In accordance 
with compliance regulations and good records-
keeping (McKemmish et al., 2006), tuples may be 
added into this relation, but they may never be 
altered or deleted thereafter: an activity cannot be 
un-completed. And to safeguard referential integrity, 
we cannot delete an identifier or activity type once it 
is recorded in the completed relation.  

Notice that we abstract from a lot of attributes 
commonly included in audit trails, such at deadlines 
being set, the exact times of start and completion, 
business resource that executed the work, or the 
actor taking responsibility for the work done.  

We assume the completed relation to be total, i.e. 
a case identifier is recorded only if it completed at 
least one activity. This is because we are interested 
only in identifiers associated with actual work done, 
not in possible future work. The reverse is not 
required: an activity type may exist even if no case 
has ever completed that activity.  

Instead of completed, an started relation might 
have been modeled. Again, we are interested only in 
actual work done, not in ongoing execution of activi-
ties. A similar argument is used in Petrinet theories, 
the formal foundation of most workflow models. 
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4 TRANSFORMING FORWARD 
FLOW 

Many business processes can be represented in sim-
ple workflow models where activities are executed 
in sequence, or perhaps in parallel. This section 
outlines how common components are transformed: 
sequence, synchronize (AND-join), and selective 
OR-splits (disable, exclusive split), as in figure 3. 
 

 
Figure 3: Common components in workflow. 

4.1 Sequence / Precedence 

4.1.1 Sequencing in Workflows 

This is the most common pattern in workflows. Most 
workflow diagrams depict sequencing by an arc 
from one blob, representing some activity type A0, to 
some next blob labelled type A1. 

The indicative interpretation of such sequencing 
is: after A0 is completed, then A1 should be executed 
next. Not having completed activity A1 after A0 
means that the rule for sequencing is temporarily vi-
olated. There is work to do while the violation lasts.  

In the imperative interpretation of workflow, the 
arc from A0 to A1 represents strict precedence: if the 
second activity A1 is completed for some case 
instance, then A0 must have already been completed 
for that case instance. Or: if completion of A0 is not 
on record, then the rule says that completion of A1 is 
impossible. Not having completed A0 prior to A1 
means that the imperative workflow rule is violated, 
and this violation is never permitted. 

4.1.2 Rule for Precedence 

To capture precedence as a declarative rule, the 
precedes relation on activity types is used (see 
table). 

 
relation semantics 
[activity type] 
precedes 
[activity type] 

is: the precedence relation among 
activity types. A tuple (A0,A1) in this 
relation means that only if an activity of 
type A0 has completed, may a 
corresponding activity of type A1 also 
be completed.  

 
The precedence rule can be formulated in first-order 

logic by way of the precedes relation: 
 

for any i∈[identifier], and A1∈[activity type], we 
have: if i completed A1 then there must exist 
some activity type A0 such that i completed A0 
and A0 precedes A1.  
 

which in Relation Algebra reads: 
 

completed ⊂ completed ○ precedes (1)

4.1.3 Precedence for Triggers 

A problem with the sequencing rule is that not every 
activity type is preceded by another. Such activity 
types are customarily called triggers, or initial 
activities, and they are important because they set 
the workflow in motion.  

At first glance, triggers invalidate assertion (1), 
as completion of an identifier cannot be recorded for 
an initial activity type because a proper tuple in the 
precedes relation is absent. We solve this by adjus-
ting the definition of relation precedes: initial 
activity types are recorded by way of self-referring 
tuples (A0,A0). By recording such tuples in precedes, 
assertion (1) also covers initial activities. 

4.1.4 About the Precedes Relation 

Basic properties of the binary precedes relation 
correspond nicely to important features of 
imperative workflows. As we are merely concerned 
with transforming the workflow to declarative rules, 
we refrain from a deeper analysis of this and other 
relations to be defined. We take quality issues for 
granted, such as the workflow being well-designed 
with respect to liveness, deadlock etc.  

The precedes relation is not univalent, and an 
activity type may well precede several others, 
corresponding to a so-called split in the workflow. It 
establishes what may be called a multiple-instance 
pattern (Aalst et al., 2003). The subsequent activities 
may be executed and completed in parallel along 
separate branches of the flow.  

It is not total. An activity type may be a last one, 
a terminating activity in the workflow. Nor is prece-
des an injective relation, as more than one activity 
type may precede an activity type AX. Assertion (1) 
will ensure that at least one precedent is completed 
prior to the completion of AX. This is the common 
OR-join of workflow models.  

We explained above that self-referring tuples are 
recorded to capture triggering (initial) activities. As 
a result, the binary precedes relation is surjective.  
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4.2 Synchronizing AND-Joins 

4.2.1 Synchronization in Workflows 

Sometimes an activity may only be completed after 
completion of more than one activity. Known as 
AND-join or more formally as synchronization point 
in workflow models, it is not captured by rule (1).  

4.2.2 Rule for Multiple Precedence 

To capture AND-joins in a declarative rule, we in-
troduce a relation multi_precedes for activity types.  

 
relation semantics 
[activity type] 
multi-precedes 
[activity type] 

is: activity type precedes the next 
activity type and executions must be 
synchronized. A tuple (AM,AN) means 
that only if the activity of type AM and 
certain others too have completed, may a 
corresponding activity of type AN also 
be completed.  

 
The synchronization rule is that no compulsory 

precedent has not completed. In first-order logic: 
 

for any i∈[identifier] and AY∈[activity type], we 
have: if i completed AY, then it holds that never 
an activity type AX multi_precedes AY and the 
identifier i has not completed activity type AX. 
 

In Relation Algebra, such a double negation is 
known as left demonic composition operator (Back-
house, van der Woude, 1993). We can denote it as:  

 

completed⊂ ¬(¬completed○multi_precedes) (2)

4.2.3 About the Multi-precedes Relation 

This relation looks a lot like the regular precedes 
relation. In fact, the only difference is at the join-
points in a workflow. Whereas the precedes relation 
captures OR-join behavior, multi-precedes models 
AND-join behavior. As workflows can display both 
types of behavior, both relations are needed.  

The multi-precedes relation constitutes a partitio-
ning of activity types. Most partitions are uninteres-
ting, consisting of just a single activity type. Just a 
few partitions, that correspond to the AND-joins, 
contain more than one activity type, meaning that 
those must synchronize: the workflow may only 
continue once all of them have completed. 

4.3 Selective OR-Splits and Disabling 

4.3.1 Selections in Workflow 

Selective flow, also known as conditional branching, 

means that one activity precedes two (or more) 
activities that are placed in parallel but not all of 
these succeeding activities are allowed to complete. 

Select in a workflow diagram is depicted by a so-
called XOR-split: two (or more) arcs go out from a 
single point. Also, a business condition that 
determines which arc should be enacted (or not) is 
often indicated, but as we are concerned only with 
transforming the imperative flow into declarative 
rules, we abstract from such business knowledge. 

 

 
Figure 4: Mutual exclusion of activity types. 

4.3.2 Rule for Selective / Disabling Activities 

Consider the XOR-split after activity type A3 which 
is the precedent for both A41 and A42, but only one of 
them is allowed to complete (figure 4). The first 
consideration is normal sequencing, as has been 
dealt with before. We cover the new restriction of 
mutual exclusion by way of a new relation disables 
on activity types:  

 
relation semantics 
[activity type] 
disables 
[activity type] 

is: the disabling relation among activity 
types. A tuple (AX,AY) in this relation 
means that never if an activity of type 
AX has completed, may an activity of 
type AY be completed by the same 
identifier.  

 
The rule for selective flow can now be 

formulated in first-order logic: 
 

for any i∈[identifier] and AX,AY∈[activity type] 
we have: if i completed AY then it is never true 
that i completed AX and AX disables AY. 

 

Denoted as a Relation Algebra assertion it reads:  
 

completed ⊂ ¬ ( completed ○ disables ) (3)

4.3.3 About the Disables Relation 

Most activities are not involved in disablings, and 
therefore the disables relation is neither total nor 
surjective. One activity type may disable, or be dis-
abled by several others, hence the relation is neither 
univalent nor injective. Evidently, the homogeneous 
disables relation is irreflexive, while nothing can be 
said about its being transitive or not.  

The important point however is that, in our 
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context, the disables relation is symmetric by nature. 
A tuple (AX,AY) in the disables relation means that 
never if an activity of type AX has completed, may a 
corresponding activity of type AY also be completed. 
The reverse is then automatic: if an activity of type 
AY is recorded as completed, then no corresponding 
activity of type AX may be completed.  

Imperative workflows also know a disabling 
feature, which however is not symmetric by nature. 
A workflow may model that activity type A3 is 
disabling for activity type A2, meaning that 
completion of A2 is allowed prior to, but not after 
A3. This allows a sequence of activities a1-a2-a3, but 
not a sequence like a1-a3-a2. The exact sequencing 
is determined by the actual timestamps of completi-
on, an attribute that we have explicitly omitted from 
our declarative rules.  

4.4 Forward-flow Rule 

The three basic patterns of workflow analyzed so far 
all ensure a forward flow, in contrast to the flow that 
we will be analyzing in the next section. The three 
Relation Algebra assertions (1), (2) and (3) acquired 
so far, easily combine into a single assertion: 

 

rule forward_flow as 
 completed  must imply  

 ( ( completed ○ precedes ) 
    ∪ ¬( ¬completed ○ multi_precedes )) 
    \ ( completed ○ disables ) 

 

For later reference, we will refer to the righthand 
side of this assertion as the forward-flow relation:  

 
relation semantics 
[identifier] 
forward-flow 
[activity type] 

is: the relation with a tuple (i,A) 
indicating that at least one (regular) 
precedent or all of its multi-precedents 
are completed, and none of its disabling 
activities has completed.  

 
Using this relation, a forward flow rule may be 

stated: 'if identifier i completed activity type A, then 
tuple (i,A) must be in relation forward-flow'. 

The rule has immediate enforcement: completion 
is always prohibited if the tuple is absent from the 
forward-flow relation. But, as the naming suggests, 
the rule holds for forward flows only, and does not 
apply for loops or 'backward' flows.  

5 TRANSFORMING ITERATIVE 
FLOW 

The previous section transformed forward flows. this 

section, we deal with the transformation of iterative 
loops, which slightly more complicated.  

5.1 Iterative Looping in Workflows 

Handling a workflow case may sometimes involve 
the repeated execution of a series of activity types 
until some condition is met. But the forward-flow 
rule described above cannot deal with a flow that 
loops back onto itself, so we must adjust the rule. A 
peculiarity is that binary relations may record a tuple 
once, but not several times over. Hence, completed, 
as a binary relation, cannot record iterations as 
required. Our solution is to employ a new identifier 
for each iteration of the loop. By expanding the 
definition of the identifier concept in this way, our 
forward-flow condition remains valid. 

5.1.1 Relations for Modeling Iterations 

We capture iterations by imagining the execution of 
the workflow-case to pause at the looping activity 
where it may fire zero, one or more iterations, as 
depicted in figure 5. Execution of the looping acti-
vity by the the workflow-case can be thought of as 
being suspended, and only when all iteration(s) have 
been dealt with, can it complete the looping activity, 
and proceed in the normal way. 
 

 
Figure 5: Iterating by way of sub-identifiers. 

But this image cannot be taken literally, as our 
approach has abstracted from duration of an activity 
and we record only its completion. Instead, we just 
prohibit the activity to complete if iterations are run-
ning. This is somewhat different from the standard 
understanding of iterations, where a loop starts after 
completion of the looping activity, and not during its 
execution. As far as we could assess, this detail has 
no consequences for validity of the transformation. 

Several new relations are needed to help us 
capture iteration loops as declarative rules.  

First, relation loops_to records the iteration loop 
as drawn in the workflow diagram. To keep things 
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simple, we will assume that this relation on activity 
types is univalent and injective. Moreover, the target 
activity type (where it loops to) is assumed to be a 
precedent for the source activity type. This is to 
ensure that a case looping back, will eventually 
return to the activity type that fired it. 

 
relation semantics 
[activity type] 
loops_to 
[activity type] 

is: the iterative-loop relation of activity 
types. A tuple (AN,AK) in this relation 
means that an activity of type AN, 
before its completion, may invoke no, 
one or more iterations of the loop 
starting from AK.  

 
As pointed out before, a binary relation such as 

completed cannot record that the same activity type 
is repeatedly completed by a single identifier. We 
solve this by assigning a new identifier for every 
loop iteration, in the same way as used in audit 
trailing tools, activity logging and process mining 
(van Dongen, van der Aalst, 2005). To track which 
iterative loops are running for what workflow cases, 
we coin two more relations, fired_from and iterates:  

 
relation semantics 
[identifier] 
fired_from 
[activity type] 

is: which subordinate case identifier has 
started from the activity type. A tuple 
(j,AM) in this relation means that 
identifier j is fired from the activity type 
AM.  

[identifier] 
iterates 
[identifier] 

is: the iteration of identifiers. A tuple (j,i) 
in this relation means that the identifier j 
is fired for the identifier i, which is 
deemed necessary as an activity executes 
for the workflow case associated with 
identifier i. The identifier that iterates 
another is referred to as subordinate or 
sub; the other identifier is called the main 
case.  

The iterates relation actually is a function. 
Remark that a sub may again fire its own sub-
subordinates, and a stack of arbitrary depth can be 
created. Moreover, the iterates relation allows to fire 
several subordinates at once, for instance if a 
complex scheduling problem is broken down into 
several smaller scheduling alternatives, to be 
analyzed in parallel. Still, an identifier cannot iterate 
itself, so the iterates relation and its transitive 
closure must be irreflexive.  

The fired_from relation, which is also a function, 
prevents possible confusion about which identifier 
originates where, in case a workflow contains more 
than one loop. For the sake of consistency, activity 
types recorded in the fired_from relation must also 
be present in the loops_to relation, but here again, 

we take this quality issue for granted.  
Firing-from an activity type can occur when the 

case at hand has not completed the activity yet, and 
some business worker or condition determines that 
iteration is required. In this paper, we abstract from 
the specific conditions or business knowledge that 
controls invocation of the iterative loop. 

5.1.2 Rules for Iteration 

To model iterations in imperative workflow, three 
restrictions regarding (the identifier of) the iteration 
must be considered: 
− allow the completion of its first activity, 
− ensure completion of subsequent forward-flow 

activities, and 
− constrain the sub-identifier to stop at precisely 

the activity type where it was fired-from, and no 
further activities are to be completed. 
 

Regarding the main case, we must ensure that: 
− the main case identifier must wait for all of its 

iterations to complete, prior to continuing.  
 

First, remark that the activity type where an iteration 
begins, is rarely marked as a trigger. Hence, the 
forward-flow condition would normally prohibit that 
the activity type is completed by this sub, as it lacks 
its proper precedent, and spontaneous generation of 
new cases is explicitly forbidden in the imperative 
view. The solution of course is that another identifier 
acts as a substitute for predecessor, viz. the main 
case that is firing this iteration. The proper condition 
for the starting activity of the subordinate case is 
captured in first-order logic as: 

 

for any j∈[sub] and AK∈[activity type] we have: 
if j completed AK, and AM loops_to AK, and j 
iterates the identifier i, then the tuple (i,AM) is in 
the forward-flow relation.  
 

Rephrased in Relation Algebra, it reads: 
 

completed ⊂ 
iterates ○ forward_flow ○ loops_to (4)

 

In rephrasing the first-order logic, we used that both 
relations, iterates and loops_to, are functions. Also 
remember that formula (4) applies only for the initial 
activity to be completed by the subordinate 
identifier.  

Once an iteration has completed its initial 
activity, it has to go forward through the entire loop, 
up to the activity type where it was fired. This is 
already described by the forward-flow condition, 
and no additional rules are needed.  

Third, we must ensure that the iteration termina
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tes at its point of origin, where it is fired from. It 
may never go beyond that point and complete some 
activity further down the flow. In particular, the 
firing activity type never precedes an activity type 
that is being completed by a subordinate identifier. 
In first-order logic: 

 

for any j∈[sub] and AP∈[activity type], we have: 
if j completed AP, then it cannot be that j is 
fired_from some activity type AM preceding AP.  
 

Rephrased in Relation Algebra, it reads: 
 

completed ⊂ - ( fired_from ○ precedes ) (5)
 

Finally, we need to consider the main case. That 
main case must wait at exactly the activity type 
where it fired subordinate identifier(s). Which is to 
say that this main case might have completed this 
activity under normal circumstances, but if some 
iteration(s) are running then must wait for them to 
complete. Otherwise, a running iteration becomes 
orphaned, executing activities to no avail. Thus, at 
the looping activity may be completed by the main 
case only if all of the iterations that it fired from 
there, have all run their course to completion. This 
condition to wait for iterations can be formulated in 
first-order logic: 

 

for any i∈[identifier] and AM∈[activity type] we 
have: if i completed AM, then it is never true that 
some sub exists that iterates this identifier i, and 
that sub was actually fired_from AM (remind that 
a workflow may contain other loops), while it 
has not yet completed the activity type AM 
(which is to say: that sub is still running). 

 

Using double negation again, we can write this as a 
Relation Algebra assertion: 

 

completed ⊂ 
¬( iterates~ ; ( fired_from ∩ ¬completed ) ) (6)

 

The assertion is trivially satisfied if no iterations are 
fired (Backhouse and van der Woude 1993). The 
assertion is also satisfied if iterations for a case exist, 
but were fired from other activity types in the 
workflow than the one about to be completed by the 
case. Notice how assertion (6) applies recursively, 
i.e. nesting is allowed. If a subordinate identifier 
fires sub-subordinates of its own, it too will wait for 
its own sub-subordinates before completing.  

5.2 Imperative Workflow Rule 

5.2.1 Forward-Flow and Subordinates 

Conditions (4) and (5) determine a scope for a sub

ordinate identifier. They govern the inception and 
termination of each subordinate, i.e. the activity type 
where it starts, and where it terminates. Evidently, 
these two activity types coincide exactly with one 
corresponding tuple in the loops_to relation. Condi-
tions (4) and (5) plus the forward-flow condition 
describe behavior of the subordinate, which is 
expressed in a Relation Algebra assertion as follows: 
 

rule subordinate_workflow as 
 completed  must imply  

 ( forward_flow  
    ∪ iterates ○ forward_flow ○ loops_to ) 
 / ( fired_from ○ precedes ) 

 

Notice how for main workflow cases this subor-
dinate_workflow rule coincides with the regular for-
ward-flow behavior, except at activity types where 
looping may occur. Hence, we only need to merge 
condition (6) that controls behavior at looping 
activities into the rule above. The declarative 
business rule for imperative workflow becomes:  
 

rule imperative_workflow as 
 completed  must imply  
  ¬ ( iterates~ ; ( fired_from ∩ ¬completed ) ) 
 ∩ ( ( forward_flow  
           ∪ iterates ○ forward_flow ○ loops_to ) 
       / ( fired_from ○ precedes ) ) 
 

Remarkably, this rule, although we produced it in 
accordance to the imperative view of workflow, 
provides us with an indicative view. The righthand 
side of the rule assertion indicates for a case iden-
tifier i which activity types either have completed, or 
are allowed to complete, always in full compliance 
to the imperative workflow constraints. It is fairly 
easy to deduce from this rule an is_enabled relation 
that, for a given identifier, will determine exactly 
which activity types are allowed to complete, but 
have not completed yet. 

6 CONTROL PRINCIPLE 

The previous sections detailed how to capture the 
various aspects of imperative workflow. This section 
outlines how the workflow process is driven by way 
of the Control Principle.  

6.1 Completing the Flow 

A general assumption is that a workflow case, to 
fulfil the intended business goal, will always and 
automatically run from start to finish. A recorded 
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trigger will always progress to its final tasks, or 
terminal activities. Likewise, we assumed that any 
subordinate iteration fired from some looping 
activity type will always return to its point of origin.  

The indicative view of workflow states what 
should come after by way of enabling activities. By 
assumption, every activity that is enabled, ought to 
complete in due course, unless its completion is no 
longer desired or disabled (McNeile, Roubtsova, 
2008). By another assumption, the terminating acti-
vity of the workflow will be enabled and completed 
eventually, and so the process goal is achieved.  

In the imperative view of workflow, the goal of 
the process is not achieved as a matter of course. If a 
process halts in mid-term, nothing goes wrong. No 
rule is violated, there is no signal that there is work 
to do, or that a deadline has expired. The imperative 
workflow rule dictates what must come before, but 
not what ought to come after. Nothing controls that a 
case shall be handled start to finish. To remedy this 
situation, a new rule called the Control Principle is 
formulated. 

6.2 About the Progresses_to Relation 

Whereas the imperative workflow rule has imme-
diate enforcement (it may never be violated), the 
Control Principle does allow deferred enforcement: 
violations are allowed but only temporarily so. 
Every violation should be remedied sooner or later, 
and work should proceed until there are no more 
violations. The Control Principle reasons that every 
workflow trigger should always progress to all of its 
terminal activities: 

 

for any i∈[identifier], and A0,AZ∈[activity type]:  
if i completed A0, with A0 trigger and AZ termi-
nating activity type for the workflow, then i must 
(eventually) also have completed all such AZ.  
 

We coin a relation progresses_to from trigger to 
terminating activity types. In fact, this relation 
applies to not just one, but to all workflows that an 
engineer may consider. We define it as follows: 

 

relation semantics 
[activity type] 
progresses_to 
[activity type] 

is: the relation that describes the overall 
start-to-finish structure of workflows. A 
tuple (A0,AZ) in this relation means that 
A0 is a triggering activity type and AZ is 
a corresponding terminating activity type 
in the workflow. 

 
The Control Principle in Relation Algebra reads: 

 

rule control_principle as 

 completed ○ progresses_to  must imply  
 completed 

 

Under this rule, work continues as long as any one 
the final tasks has not yet been completed. All 
outcomes must always be produced eventually; the 
Control Principle does not allow to disregard or skip 
some of the final tasks. 

Inspecting the derived relation is_enabled, it will 
be clear which activities may be completed in com-
pliance to the imperative workflow rule. Thus, work-
to-do can be allocated to available actors, human or 
machine. In due course, activities are recorded as 
completed, and the rules can once again be inspected 
to determine violations and appropriate actions.  

6.3 Workflow Execution 

The Control Principle and the imperative workflow 
rule act independently and in harmony to realize the 
behavior as described in WMC'99 report.  

Separate, each rule is valuable as a means to 
understand and interpret workflow.  

The imperative workflow rule dictates that work 
must always be done in compliance to the workflow, 
and specifies in exact detail how. Violation of this 
rule is never tolerated. Applying this rule in a 
business environment without the Control Principle 
means that the work will certainly be performed in 
the correct order, but there is no guarantee that the 
process goals will be realized.  

The Control Principle dictates that every work-
flow trigger should always progress to its terminal 
activity or activities. Violation of this rule is 
permitted, and it means that there is work to do. 
Applying this rule in a business environment without 
the imperative workflow rule means that business 
workers know that there is work to do, but there is 
no guidance as to the correct order of their activities.  

 

 
Figure 6: Elaborated structure of the declarative business 
rules model. 

The real benefit of our approach emerges when 
the two rules are combined. Together, the rules 
ensure that the process activities execute in a well-
co-ordinated fashion, exactly as pictured by the 
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workflow diagram. In the end, all violations are 
resolved, all terminating activities have completed, 
and the process goal is achieved. 

Figure 6 is a diagram of the concepts and relati-
ons used to formulate our declarative business rules 
for imperative workflow. An important observation 
is that this declarative structure is not restricted to a 
single workflow only. Other workflow models are 
readily captured in the same declarative structure, 
merely by populating the various binary relations 
with the structural knowledge encapsulated in the 
workflow models.  

More details about the model, scripted in the 
Ampersand toolset, will be available at the site 
http://wiki.tarski.nl/index.php/Research_hub. There, 
a realistic example will be available to show and 
explore the benefits and issues of our approach. It 
lists the binary relations, the exact formulas, and the 
violations of the declarative business rules of a 
workflow model fashioned like figure 1. 

7 DISCUSSION 

7.1 Advanced Flow Structures 

This paper covered only the principal structures as 
seen in workflows. We are convinced that other, 
more advanced structures can also be transformed. 
How, requires further analysis.  

For instance, an 'empty' activity type may show 
up in a workflow diagram. As we abstracted from 
the actual work executed by an activity, the empty 
activity type is treated like any other: it has 
precedents, it may be the precedent of other activity 
types, it turns up in the completed relation etc.  

In practice other exceptions exist that operational 
workflows must deal with, such as lack of resources, 
user-initiated aborts, and crosscutting events (e.g. a 
client dies, or an order is cancelled). Likewise, 
quality problems may arise in workflows, such as 
deadlock, irregular termination, or loops that never 
terminate. Merely transforming to a declarative rules 
model cannot be expected to solve the quality 
problems. This area of research is beyond the scope 
of this paper. 

7.2 Limitations of Our Approach 

The sequencing of activities in a workflow is the 
outcome not only of business requirements, but also 
of design decisions and implementation choices. An-
other designer may propose a different sequence that 
also complies with the essential business rules. 

Hence, precedence analysis is required to bring out 
what aspects of the flow is due to design choices, 
and which are based on actual business needs. To 
some extend, is a matter of opinion whether a 
workflow constitutes legitimate business rules, or 
whether it is just a way to implement underlying, 
more fundamental business rules (Hofstede, Aalst, et 
al., 2003). It can also be debated with users which 
flow features must have immediate enforcement, and 
which ones may be relaxed to allow temporary 
violations.  

Moreover, flow rules such as precedence, 
disabling and the like, are just one of the many kinds 
of business rules. Business rules in general support 
not only the consecutive steps of process flows but 
also the rules to assess the business conditions and 
facts as activities are being executed. For instance, a 
workflow diagram often specifies the business rules 
that determine whether iteration is required, or 
which branch in an XOR-split to follow, but our 
relations cannot records such business conditions.  

In our approach, iterative loops are dealt with in 
a slightly different way. The usual interpretation is 
that an iteration branches off immediately after 
completing a looping activity. Our interpretation is 
that iterations are recorded by way of subordinate 
identifiers, prior to completion of the looping 
activity by the main case identifier. 

Furthermore, our approach was found to be 
limited in dealing with a disable, when there is time-
dependence involved. An example is a workflow 
model with a constraint that 'an activity of type C3 
may complete, but not before an activity of type C2'. 
Such a non-coexistence rule would allow to record 
the sequence of activities c1-c2-c3-c4, but disallow 
the sequence c1-c3-c2-c4. Like all of the declarative 
rules, our disabling rule is time-independent, and 
therefore must be symmetric. It cannot distinguish 
between the allowed sequence, c1-c2-c3-c4, and the 
forbidden sequence, c1-c3-c2-c4. Hence, transfor-
ming this into declarative format is not possible. A 
work-around may be to adjust the original workflow 
model to capture the precedences in another way. 

7.3 Lack of Temporal Features 

Our approach is founded on Relation Algebra, which 
does not provide temporal capabilities. Therefore, a 
main limitation of our approach is the lack of time in 
all of our formulas. This is not a drawback, instead 
we regard it as a major advantage. Indeed, we 
demonstrated how main components of workflow 
can well be captured without referring to time.  
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Still, deadlines or deadline expiry are not 
handled in our approach. Having abstracted from 
time altogether, we do not record whether an activity 
has begun, nor the time when its execution started. 
Additional binary relation such as Identifier started 
Activity_Type might be added, but it will require 
extra constraints, such as: completed must imply 
started. Furthermore, Relation Algebra provides no 
clock mechanism that allows to inspect which activi-
ties have started but did not complete within the 
allotted time. In all, we think that this paper is not 
the place to investigate these aspects and how to deal 
with them within the context of Relation Algebra. 
Finally, it must be pointed out that time is also not a 
native feature of Petrinets, the formal foundation of 
most workflow models. 

7.4 Transforming Rules to Workflow 

We conducted one-way analysis: from implemented 
workflow structure to more abstract business rules. 
The workflow was transformed without information 
loss, and reverse transformation will not prove to be 
hard. However, this is not true in general. Once the 
users edit, improve and rephrase the abstracted busi-
ness rules, there is no guarantee that reverse trans-
formation is easy, or that it produces a compatible 
flow structure. Engineering a given set of abstract 
business rules into a corresponding workflow model 
involves implementation choices, and design skills. 

8 CONCLUSIONS 
AND OUTLOOK 

The research in this paper covers the main structural 
components of imperative workflows. We outlined 
how to transform a workflow into just two rules.  

The first one, called imperative-workflow rule, 
captures the structure of the imperative workflow, 
and it allows no violations at any time (immediate 
enforcement). This comprehensive rule comprises 
two parts. The easy part is called the forward-flow 
rule, and it adequately captures normal and parallel 
sequence, multiple precedence, and exclusions 
(selection). The more complicated part captures the 
iterative loops. 

The second rule is called the Control Principle, 
which drives the workflow through to its end. This 
rule does allow violations, but while violations exist, 
there is work to do resolving them (deferred 
enforcement). Case handling is finished when there 
are no more violations, and the goal of the business 
process is reached.  

The 8 binary relations and 2 rules that we 
describe can be characterized as follows: 
− they capture all the knowledge about the 

workflow (sequencing, precedence, etc.), 
− they are declarative, not procedural in character, 

and involve only (persistent) states, not the 
volatile events or transitions, 

− the notion of time is not needed, the rules and 
relations are time-invariant, and do not refer to 
'before' or 'after' 

− the imperative-workflow rule and the Control 
Principle apply independently and simultane-
ously, there is no priority among the two. 
 

We conclude that imperative workflows can be 
transformed into declarative business rules following 
the format of binary Relation Algebra. We demon-
strated in detail how to do this for each of the four 
basic flow structures.  

To accomplish the transformation of imperative 
workflows to declarative rules, two concepts suffice. 
One is the identifier concept, representing the work-
flow cases to be handled, and possibly the 
subordinates when cases trace iterative loops in the 
workflow. The other concept is activity type, 
representing the 'blobs' of workflows. The various 
types of 'arc' in workflow models are captured in a 
number of binary relations, the majority being 
homogeneous relations on the activity type concept.  

We have shown how the procedures of workflow 
may be mapped into declarative business rules. This 
constitutes tangible evidence that the way of doing 
business may indeed be captured in a business rules 
model that meets all the demands of the Business 
Rules Manifesto. On the other hand, the business 
rules and relations that we describe are basically 
procedural in character, while the Business Rules 
Manifesto encourages to capture the business rules 
in a non-procedural format. 

Future work is to augment our two declarative 
workflow rules with content-aware rules, such as the 
criteria for iterations and OR-splits, and also the 
implicit decision rules in activities encapsulated in 
automated services or applied by knowledge 
workers.  

The Control Principle in its current formulation 
requires that all final tasks must eventually be 
completed. In practice, a workflow process may 
finish even if not all outcomes have been produced. 
For instance, when a customer order is rejected, then 
the workflow produces only a rejection message, 
and not the intended order delivery. The Control 
Principle should be adapted and improved to cover 
such practical circumstances. Furthermore, the 
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connections between the progresses_to relation of 
the Control Principle, and the various relations that 
capture the details of the imperative-workflow rule, 
need to be analyzed and clarified.  

As a result, we envision a ruleset that is 
consistent and comprehensive, that reflects the 
processing needs of the business, but without the 
restrictions of workflow models. A next step is to 
check with business users how the workflow 
precedences and the like, now captured in binary 
tables and declarative rules, correspond to the 
requirements of the business. 

We expect that declarative rules, developed 
along these ideas, will capture the business require-
ments about the processing of incoming work better 
than rigid rules of imperative workflows do. The 
ruleset will provide an essential basis for improved 
models to coordinate business processes. Indeed, the 
reverse exercise, to derive an imperative workflow 
compliant to even a small set of declarative rules, 
may not be as straightforward, as may be illustrated 
by your next Sudoku puzzle. 
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Abstract: Much research has been done on physical and cognitive affordances in designed objects, but little has been 
done on human cognitive capabilities. This paper applies the capability-affordance model to cognitive agent 
capabilities and affordances. It develops a cognition-affordance model by identifying cognition resources 
using the SRK model and cognitive task analysis. It proposes four cognition mechanisms and suggests 
cognitive capability depends on cognitive mechanisms interacting with knowledge. Affordance possibilities 
depend on different knowledge paths where existing or new agent knowledge is applied/grown by copying 
or mutation. Mutation may use existing logic creating new knowledge directly applicable to the real world, 
or, new theoretical knowledge affordances of imagination. We propose a two axis model to link cognitive 
affordance and imagination. We propose how perceived and cognitive affordances relate to the perception-
action axis and that epistemic-axiological axis relates to the theoretical models of thought to account for 
creativity in human-agent cognition. 

1 INTRODUCTION 

Our work focuses on the capability of the object in 
the environment in terms of people and natural and 
human designed objects/systems ie ‘what could the 
object do?’ and ‘how do we measure what it could 
do? The term ‘cognitive affordance’ defined by 
Norman et al., (1988) is widely used to explain 
combinations of object uses in relation to what is 
perceived in the environment. Cognitive affordance 
theory is often used to design human computer 
interfaces (Hartson, 2003) and in ecological design 
of systems. However, firstly it does not explain the 
interactions of internal human resources that provide 
the cognitive capability (Norman, 1988). Perceived 
affordance depends on representations in long term 
memory and the way the agent brain processes these. 
Secondly Norman’s approach can confuse the 
perception of how objects and features of objects in 
the real world could be used by the agent, with our 
focus, the way knowledge can be used in the brain in 
terms of the affordance of reasoning and creativity 
to produce new ideas and thoughts (Albrechtsen, 
2001). We therefore use the term cognition 
affordance to explain the possible interactions of 
mental resources that produce creative thought 
possibilities. 

1.1 The Capability-affordance Model 

Our previous papers introduced the idea of the 
capability resource model (Michell, 2011) and 
capability-affordance model using the work of 
Gibson and Norman. We reasoned that the capability 
of two interacting resources Ri was dependent on an 
affordance mechanism AM and the possible 4d 
space-time path AP to execute the affordance 
(Michell, 2013). 
 

Capability = f(AM(Ri) x AP(Ri))  and R = f {Aij} 
 

This was used to explain physical resource 
combinations or directly perceivable affordances 
acting in 3 dimensions plus time (Barentsen and 
Trettvik, 2002). However, we paid little attention to 
the way knowledge can be used in the brain to 
explain cognition affordance. We used Stamper et al. 
(2000) to differentiate between two types of 
behaviour substantive (or physical action) eg a 
doctor injecting a patient and semiological action of  
the doctor making sense of signs using his 
knowledge and cognition to diagnose the patient. 

1.2 Definitions 

Further details and explanations can be found in 
(Michell, 2013). 
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Table 1: Definitions. 

  

1.3 Objectives 

In this paper we explore how the capability-
affordance model can be used to describe cognition 
and semiological actions with five objectives: 
a) To set out the reasoning for semiological 

affordances and their relationship to cognitive 
affordances 

b) To develop a model of semiological affordances 
and their relationship to existing work 

c) To identify semiological mechanisms 
d) To identify semiological paths 
e) To account for creativity. 

 

Section 2 explores the definition of cognitive 
affordance and its role in semiological resource 
interaction and defines cognitive capability as an 
interaction of agent cognitive and knowledge 
resources. Section 3 reviews cognitive resources 
using human cognitive behaviour. Section 4 reviews 
agent knowledge resources based on cognitive 
architecture research and identifies cognitive 
mechanisms based on semiotics models. Section 5 
proposes an integrated cognition model. Section 6 
discusses the implications of the model and Section 
7 and 8 concludes and identifies future work. 

2 SEMIOLOGICAL CAPABILITY 

As mentioned before, this section considers 
cognitive affordance and its role in semiological 
resource interaction, and defines cognitive 
capability. 

2.1 Cognitive vs Semiological 

An action (a) is a transformation of resources 
(Michell, 2011). A semiological action uses signs 
perceived by the agent from the environment to 
process possible actions (Stamper et al., 2000) 

Semiological action depends on information and 
knowledge from sensors and cognitive actions in the 
mind of the agent. The interaction between the 
cognitive mechanisms of the brain and knowledge 
create possible ideas for action – cognition 
capabilities Ccog. Using the capability affordance 
model the cognitive affordance mechanism relates to 
the interaction of cognitive resources (Boy, 1998), 
one of which must be an agent’s mind and its 
cognitive mechanisms Rcog. The second represents 
tangible or intangible resources ie  data,  information 
and Knowledge: Rk, obtained from the environment 
as only this is able to interact mentally in an 
affordance pair in the agent. 
 

Ccog = f(agent cognitive mechanism x data, 
information, knowledge interaction) = f(Rcog x Rk) 
 

To understand these affordances we need to 
understand theories of cognitive brain function. 
However, while the interaction mechanism of non-
human objects is well understood, the mechanism of 
the brain is not. 

2.2 Distributed Cognition Theory 

Distributed cognition theory provides a framework 
for cognition spaces based on cognitive psychology 
(Zhang and Patel, 2006). We extend Zhang’s model 
using a physical internal space Sp and a cognitive 
space Sc. Sp comprises the biochemistry and 
physiology resources of the body (B) ie the 
mechanism of biochemical reactions and the 
physical structures such as bone and flesh, 
synapses., muscle  (P) that provide the path for the 
animal  to work and select physical affordances. The 
cognitive space Sc comprises the mechanisms of 
perception and cognition (C) and the data 
information and knowledge (K) and relates to 
semiological affordances. The External space 
represents the environment and the natural and 
manmade (technology) structures (S) than provide 
physical and cognitive affordance possibilities as a 
result of agent sensor information (I) and actuators 
such as hands. 

We now identify the agent cognition  and 
knowledge resources and the mechanisms AMcog 
(C ) and affordance paths APcog relating to data, 
information and knowledge (K)  that enable 
semiological capability. 
 

Cognition Capabilities and the Capability-affordance Model

87



 

 
Figure 1: Affordance Spaces (adapted from Zhang). 

3 AGENT COGNITIVE 
RESOURCES 

3.1 Cognitive Behaviour Modelling 

To develop an understanding of the cognition 
resources and their mechanisms AMcog we 
investigate applied psychology cognitive behaviour 
literature. Norman’s 7 stages theory of action can be 
used to model cognition (Zachary et al., 1998). A 
worker will have specific goals G and actions to 
execute E to achieve them eg a surgeon examining a 
patient. This may involve a cascade of sub-goals eg 
visually examine patient talk to them, feel them. 
Perception P involves recognising patterns of 
speech, images from sensors and haptic patterns.  

 
Figure 2: Norman’s 7 Stages of Action (adapted). 

The agent interprets the perception Ip in terms of 
how it relates to a planned course of action. The 
agent evaluates options for action E vs the goals and 

selects the best plan of action to achieve the goal. 
The user then plans his actions in his mind makes 
the intension In to act and specify the sensor-motor 
driving actions S. The agents actuators eg hands, 
limbs execute the action E. The result of the action is 
then perceived through the senses and compared to 
the goal and any corrective action applied. This P, 
Ip, E, G, In, S, E loop can be considered to be 
carried out at different levels of cognition. 

3.2 The SRK Model 

Rasmussen identified three types of cognitive 
behaviour in the skills, rules, knowledge in the SRK 
model of human decision making in high risk work-
system domains (Rasmussen, 1983). Skill based 
behaviour corresponds to sensory motor 
performance during unconscious actions and 
unconscious control where the human sensor-motor 
system acts automatically based on the agents tacit 
knowledge of learnt tasks using learnt perceived 
patterns (Albrechtsen, 2001 ). Continuous 4d space-
time data signals from agent sensors update a model 
of the environment in episodic memory. Skill based 
behaviour SBB relates to learnt sensory motor 
patterns based on previous experience, eg changing 
gear when driving etc and is termed unconscious 
control because of its automatic response directly 
from perception through the 7 stage model to sensor-
motor action. Conscious control involves greater 
cognition using rule based behaviour RBB where 
recognition of signs and cues from the sensors drive 
an ‘if-then rule’ behaviour based on stored action 
rules related to cues perceived from the 
environment. This depends on perceptions of 
familiar patterns in a familiar environment matching 
the necessary cues/signs associated with the action 
rule conventions (Vicente and Rasmussen, 1992). 
Cues/signs relate either to experiences or 
learnt/cultural behaviour encoded as rules labelled 
for ‘states/situation or goals and tasks’ (Rasmussen, 
1983). Rule based behaviour cannot generate new 
rules, but this occurs in highest level of behaviour, 
knowledge based behaviour KBB where the agent’s 
mental model of the world enables the formulation 
of new rules, goals and strategies and predictions of 
the response of the environment. KBB can use both 
sensor and history information to construct the 
conceptual mental model (Albrechtsen, 2001). 
Rasmussen’s SRK model identifies the three 
mechanisms of cognitive processing as data signals 
(SBB), as rules or cue-rule-action mappings or 
symbol/concept based problem solving and analysis 
actions (Vicente and Rasmussen, 1992). 
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Table 2: Cognitive tasks and actions. 

 

3.3 Cognitive Task Analysis 

Work on analysis of cognitive tasks (CTA) for 
human computer interfaces (Hall et al., 1995) 
(Norman, 1986) and ecological interface design  
(Wong et al., 1998) provide additional models that 
relate to cognition. We use the convention of 
underlined letters as shorthand for cognitive tasks. 
Miller’s vocabulary of actions for mental processes, 
human information processing resources and their 
related task agents (Lee and Sanquist, 1995), (Table 
1a) represents the output of human cognition 
resources. Bloom’s analysis of learning (Anderson et 
al., 2005) identifies cognitive behaviours related to 
cognition and learning. Recalling and remembering 
knowledge is considered the lowest cognitive level 
of activity that we can relate to SBB.  With the 
action of comprehending or understanding 
knowledge at a higher level, that then enables the 
ability to apply the knowledge as rules and actions. 
The analysis activity is considered a higher level 
activity still with evaluate and finally create (new 
knowledge) and problem solving as the highest level 
of cognitive activities in terms of complexity and 
abstraction in the cognitive process. This relates to 
KBB (Table 1b), where cognitive tasks relate to 
transformation actions of agent mental cognition 
resources. 

4 AGENT KNOWLEDGE 
RESOURCES 

4.1 Cognitive Architectures 

There are three main types of knowledge. Knowing 
what or ‘learning by using relates’ to the use of 
systems or technology as encoded in human episodic 
memory and can be loosely approximated to SBB. 
Knowledge from ‘learning by doing’ ‘know how’ 
corresponds to RBB (Carud, 1997). Rules are 
evident in the external environment as procedures, 
policies, processes and as tacit codified rules in 
agents. KBB relates to ‘know why’ or knowledge 
gained by ‘learning by studying’ as well as concepts 
and relationships and tacit mental models created in 
the mind (Carud, 1997). Cognitive architecture 
theories; SOAR, EPIC, ACT-R, PARI) (Laird et al, 
1987), can provide insight into knowledge 
interaction. We use the COGNET knowledge 
framework (Zachary et al., 1998) based on cognitive 
psychology and goal oriented models based on 
Rasmussen’s and Norman’s approach (Figure 3). 
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Figure 3: COGNET Knowledge Framework (adapted). 

4.2 Perceptual Knowledge and 
Reasoning 

In the COGNET model information from the agent’s 
visual, aural haptic etc sensors is converted into 4d 
space time signal information. Sensory cues are 
perceived as visual (eg images) and auditory (eg 
conversation) patterns (Zachary et al, 1998). This 
sensory cue information in the form of signs 
becomes meaningful by the process of perception 
recognising patterns in the signals. COGNET uses 
the term ‘sensory demons’ to refer to system 
interface displays or patterns of natural phenomena 
eg a red spotted mole disease pattern. Auditory 
demons include speech terms and acts that have 
specific semantic significance. The interpretation of 
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signs in the environment is the process of semiosis 
(Pierce, 1935) and a cognitive abduction process of 
inference to select the best semantic meaning of a 
sign eg for visual and aural recognition of patterns 
(Magnani and Bardone, 2006) as in perception 
related to a knowledge base of experience. In 
Pierce’s process of semiosis, sensor signals for 
objects in the environment are perceived as signs 
and symbols representing objects and their meaning 
for the agent are decoded in a process of connotation 
(Benfell et al., 2013). The resulting perceptual 
knowledge Kper relates to pattern recognition 
models that link meaning to a visual model based on 
working memory and with experience from long 
term memory these provide ‘coded symbols’ that 
can be used by other cognitive processes. 

4.3 Declarative Knowledge and 
Reasoning 

Declarative knowledge, Kdec, includes the agent’s 
mental conceptual model of the world based on the 
concepts identified through symbols and semantics 
mentioned earlier (Clark and Feldon, 2006) ie 
‘knowledge as a conceptual structural model’ 
(Albrechtsen, 2001). It comprises abstract construct 
symbols which unlike rules cannot be reduced to 
signs (Rasmussen, 1983). It focuses on what and 
why and is based on propositions, facts and is 
hierarchically structured and uses episodic memory 
to record environment events and model them (Clark 
and Feldon 2006). The knowledge ranges from the 
real world ie 2D/3D models of the physical 
environment to logical relations and logic rules, 
facts, beliefs and solution strategies and cases to 
behavioural models and abstract models that have no 
equivalent in the real world environment. 
Declarative knowledge is used for problem solving 
and includes the history of relevant objects to the 
task and also plans and solution strategies to achieve 
a goal (Zachary et al., 1998). KBB relies on the 
individual tacit declarative mental model that the 
agent constructs that differs from agent to agent. 
Cognitive interpretation processes operate on the 
declarative model schema to make connections 
between symbols that enables insight and new 
knowledge to be developed to support problem 
solving. As Pirolli et al asserts Information=> 
schema=> insight=> solution (Pirolli and Card, 
2005). The power, capability and reliability of agent 
KBB depends on the power, capability and 
reliability of the symbolic mental model and 
conceptual processing and related affordances. The 
range and complexity of declarative conceptual 

model  covers predicates, definitions semantic 
relations (structural, causal, functions) and simple 
and complex associations as well as rules, facts and 
beliefs (Aamodt, 1991). 

4.4 Procedural Knowledge and 
Reasoning 

Procedural knowledge resources (Kproc) relates to 
models of rules, for example national language rules, 
job context rules eg clinical rules, mathematics rules 
etc. The rules are encoded with cues for when a task 
is relevant. Organisational semiotics models these 
rules in the form of norms (Stamper et al., 2000). 
The COGNET model suggests the goal and 
procedural knowledge form a cognitive task which 
directs the use of the knowledge through the 
cognitive mechanisms to execute a semiological or 
substantive task if the goal cue is recognised. 
 

Tcog = f(goal, procedural knowledge) = f(G,Kproc) 
 

Cognitive tasks are managed at a meta-cognitive 
level of reasoning to decide which course of action 
to take and when to take it. These evaluation 
mechanisms are axiological mechanisms (Benfell et 
al., 2013) for decision making and selection of 
strategies related to agent internal resources 
affording decision making and evaluation. Meta-
cognitive tasks adjust the priority of these tasks if 
interrupted by perceived events in the external 
environment eg bells ringing, 4d scene changes etc. 

Interpretation Mechanisms. Reasoning involves 
interpreting information (sign/rule processing and 
symbols) about an environmental situation. 

This could be from sensors and processing this 
information in conjunction with knowledge to 
produce a given goal. Reasoning may be rule based 
as in RBB. Sign/rule processing relates to the if-then 
reasoning using procedural knowledge ie selection  
of the best rule according to sign cues from the 
external environment. Alternatively it may be based 
on models and cases in the symbolic conceptual 
model as in KBB. Symbolic processing relates to the 
processing of symbols and read, write and update of 
the declarative knowledge model. This knowledge 
based processing capability unlike rule based 
processing is adaptive to new environments where 
new knowledge and rules can be developed by 
knowledge based reasoning (Albrechtsen, 2001). At 
higher level this involves processing mechanisms for 
inference methods. These methods may be deductive 
based on logical mental models and theories or 
inductive (knowledge of events and instances) 
developed from experience, education and training 
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Figure 4: Semiotic knowledge hierarchy (after Stamper). 

(Aamodt, 1991). Other forms of reasoning include 
induction and deduction based on neural connections 
made during learning these techniques from others. 
Deductive reasoning is based on logic models that 
may be learnt or culturally developed. Inductive 
reasoning involves testing against hypotheses. 

4.5 Action Knowledge and Reasoning 

Action relates to substantive action tasks on the 
technical or natural environment. For example, 
pressing buttons, moving objects. Alternatively they 
may relate to semiological actions such as 
communication (Zachary et al., 1998) or thinking 
that changes the state of the mind but has no external 
impact. Action knowledge relates to sensor-motor 
knowledge of how to drive and control the agent 
actuator bio-mechanics to control movement eg of 
hands/body. This relates to skills under automatic 
control in terms of hand-eye coordination driven by 
environmental cues for physical tasks. Action 
knowledge includes sensory-motor knowledge for 
natural objects as well as man-made technology eg 
hand-eye coordination for drug injection or routine 
mental maths calculations. 

4.6 Knowledge Summary 

We have seen an agent’s knowledge covers a range 
of semiotic ladder levels. Rules and schemas may 
relate to the physical world. They may relate to use 
of language and the syntax for example sentence 
construction or mathematical expressions. They may 
relate to expected behaviour encoded from 
experience or business rules to cultural rules about 
behaviour. Rules may relate to formal models eg 
laws or they may be informal may be developed 
from experience, for example rules of thumb. Rules 
may relate to both physical and mental behaviours 
(Benfell et al., 2013). See Figure 4. 

5 THE  
COGNITION-AFFORDANCE 
MODEL 

Cognition affordance relates to a) the interaction of 
cognitive reasoning processes of the brain with 
knowledge to model potential actions and strategies 
for the real or imaginary agent world and b) the 
selection the best course of action either physical or 
mental. Cognition affordance depends on semiosis 
of perceived signs interpreted as sensor signals from 
the real world and/or from the conceptual world of 
the imagination of the agent using these signals, 
signs, symbols to model the real and imaginary 
worlds to plan actions. Cognition capability depends 
on the mechanism of cognitive tasks (Ct) acting on 
cognitive knowledge ie Ccog = f(Ct xCknow). The 
Cognition Model (figure 5) based on organisational 
semiotics EDA model (Liu et al., 2013) identifies 
and integrates cognitive processes in conjunction 
with the models discussed earlier.  
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Figure 5: Cognition model. 

Perception relates to pattern recognition 
reasoning on perception knowledge Kper. Epistemic 
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reasoning relates to inference processes and 
reasoning about conceptual declarative knowledge 
Kdec. Axiological reasoning relates to rule based 
decisions about behaviour operating based on 
procedural knowledge Kproc. See Figure 5. 

5.1 Perception Capability and 
Reasoning 

Perceiving patterns in the environment relates to 
lower order cognitive tasks such as recalling RE and 
comprehending CO. This depends on matching 
perceptive knowledge ie the range of pattern 
databases the agent possesses or making sense of 
new patterns via epistemic reasoning. For example a 
clinician in seeking to identify a disease needs to 
match the cues from the patient in terms of 
visual/aural/haptic information after examining and 
talking with the patient and reading their notes. The 
clinician may build a perceptual model of the patient 
based on disease patterns, physiology patterns and 
models of consequences (Chapman et al., 2002). 
This produces a number of affordance options as 
possible disease models that need to be interpreted 
based on their plausibility relative to perception. 
This represents a cycle of Norman’s model to meet 
the goal and intention of identifying the disease 
model for the patient. 
 

Cper= f (perceptual reasoning tasks x Kper) 
 

Audio perception is a function of the ability to both 
record and to match aural patterns sensed in the 
environment as a language of sounds with meaning. 
A language affordance eg ‘can speak English’ 
depends on the action of the cognitive processing 
resource recalling (RE) and matching information 
from the language patterns and the quality; depth, 
range of the agent vocabulary Klang. 
 

Cper= f(Alang) = f(RE x Klang) 
 

Similarly, visual perception affordances Avip are a 
function of the ability to both record and to match 
visual patterns sensed in the environment to 
meanings. For example visual perception affords 
recognition of disease patterns by recalling (RE) and 
comprehending (CO) disease patterns and cues that 
best match the sensed disease pattern which depends 
on the cognitive action of recall and its interaction 
with disease knowledge. 

5.2 Interpretation Capability Cepi 

Cepi - Epistemic reasoning involves higher 
cognitive tasks such as analysis AN, synthesis SN, 

problem solving PS and creativity CR as useful 
strategies in unfamiliar situations. Reasoning 
strategies such as induction, abduction and 
deduction may be used. The use of epistemic 
reasoning in medicine is often referred to as 
hypothetico-deductive reasoning (Chapman et al., 
2002) and involves establishing a hypothesis for the 
problem illness, gathering data to support or refute 
the hypothesis followed be evaluation to establish 
the best causal reasoning (ie know why’) for the 
symptoms. This requires conceptual knowledge 
models of illness, disease functionalities, 
mathematics etc. Affordance options relate to the 
different problem- solution models and their 
plausibility vs goal/evidence ie Cepi = f (prob 
solving reasoning x Kdec). The capability of 
epistemic reasoning as in expertise, is complex and 
in any individual will vary with the ability to reason 
and conceptually model the world and the depth, 
specificity and form of the knowledge the agent is 
able to develop (Aamodt, 1991). 

5.3 Evaluation Capability Caxi 

Caxi refers to: Axiological reasoning. 
It relates to cognitive tasks using RBB and 

decision processes to select the best rule given 
environmental or mental cues. Affordance options 
here relate to the permutations of the possible meta-
cognitive actions and their sequences and the 
cognitive task based are different rule models and 
their plausibility vs cues and the action goal. 
 

Caxi = f (rule reasoning x Kproc) 
 

Cognitive tasks relate to actions on procedural and 
declarative knowledge. Cognitive tasks include 
understanding and problem solving where obvious 
rules can’t be invoked and declarative knowledge is 
required. This may include information processing 
strategies such as Miller’s cognitive tasks planning 
PL and controlling CT (Lee and Sanquist, 1995). 
The rule evaluation takes place at different levels in 
the semiotic ladder. From the evaluation of laws and 
policy rules down to process and action rules. The 
rules act as a constraint on the possible actions. A 
clinician has many different rule sets to follow. At 
high level may be policies and WHO guidelines at 
the process level clinical pathways can be selected to 
guide possible team actions. At the action level 
algorithms (eg for inserting catheters) and the 
clinicians own heuristic rules developed from 
experience. The affordance options relate to 
different disease/illness rule models and the 
cognitive process involves the clinician deciding 
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which rules to apply by assessing a series of 
permutations of cues and disease patterns. 

5.4 Action Capabilities Cact 

Action capabilities relate to automatic actions ie 
unconscious thought and skill based actions. This 
includes human-environment sensory motor skills eg 
grasping, human-technology skills eg using a mouse 
to drag and drop and human-human interactions eg 
shaking hands etc. A medical example might be 
identifying the actions and behaviours to stabilise an 
emergency patient (Chapman et al., 2002). 
Affordance options are different action models and 
their plausibility vs cue/stabilisation goal. Here the 
clinicians react instinctively to act based on 
experienced action knowledge of the steps to take 
how to behave and use equipment and human 
resources based on the cues for action from the 
patient, colleagues, technology resources and the 
situation ie Cact= f (action reasoning x Kact). 

6 DISCUSSION 

Cognition axes are proposed in this section as well 
as cognitive capabilities. 

6.1 Cognition Axes: Real Vs Imaginary 

We can say cognition capability is a tuple of these 
four capabilities: 
 
Ccog = f (Cper, Cepi, Caxi, Cact) 
 

In all the above cases the cognitive capability of 
the clinician will depend on experience, cognitive 
ability and cognitive resources. As Gibson notes: 
interpretation depends on the agents culture, 
experience and intentions (Benfell et al., 2013). The 
following sections discuss differences in cognitive 
capability. The agent cognitive affordance space Sc 
relates to how the mental models and reasoning 
process can provide the agent with alternative action 
possibilities. This represents the interaction of the 
cognitive reasoning mechanism resources with 
memory and knowledge. The axis of linkage 
between perception-action represents affordance 
possibilities in the real world of seeing and doing ie 
perceived and cognitive affordances. HCI design 
depends on making possibilities of using the 
technology as obvious as possible so they can 
directly be used for action. We suggest the linkage 
between interpretation and evaluation represents the 

imagination where possible concepts and possible 
actions can be modelled and the implications tested 
before action is decided. Another aspect of cognitive 
affordance is the possibility to imagine or model 
new imaginary interactions and imaginary logics and 
languages. Imagination suggests a conceptual 
environment that can model a) the real world and its 
features and use it to identify possible future states 
and secondly b) to model imaginary worlds with 
different rules, logic and beliefs. This capability 
enables great works of literary fiction (Harry Potter), 
art (Salvador Dali), science (relativity theory). 
Techniques such as brainstorming and creative 
methods where normal logic and beliefs are 
suspended can sometimes highlight new possibilities 
where the imaginary world highlights a new 
possibility or creative affordance applicable to real 
world logic. Perhaps the process of dreaming is 
nature’s mechanism for trying out possible illogical 
affordances that would not have occurred to the 
conscious animal having to make sense of a real 
physical world! 

Real  world
Model  axis

Imaginary world
Model  axis

Real  world  rules  
& constraints  

Modelled
world

Per

Act

EvalInt

Perception
‐action world
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Figure 6:  b) real vs imagined world intersections
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Real world model

Brainstorming solutions

 
Figure 6: Cognition Axes – real vs. imaginary. 

6.2 Comparing Cognitive Capabilities 

Experience and practice in each of the cognitive 
mechanisms will be determined by the roles and 
work the agent carries out and how much involves 
real world vs imaginary world models. Some job 
roles involve a greater focus on seeing and doing eg 
a nurse, artist. Other roles focus more on 
imagination and conception without action as in the 
theoretical world eg novelist, scientist. Different 
roles will exercise and focus different cognitive 
functions. Some involve a combination eg a knee 
surgeon, may have good levels of perception of 
disease, 3d structures and have good haptic 
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perception with much experience of manipulating 
joints. He may have lots of logic and problem 
solving experience, some experience of using 
clinical pathway rules, but will have less experience 
in policy rules and in reasoning about them 
compared to a Medical Director. An anaesthetist 
may have better abilities for reasoning about drugs 
based on repeated experience. In contrast an artist 
may be more creative than the surgeon because they 
focus their life on painting which involves seeing-
doing action experience in terms of visual perception 
and painting heuristics. Their imagination is less 
structured and may involve creating and using 
imaginary rules and concepts. In contrast an 
architect’s creativity will be more structured as it is 
limited by the rules of physics. Natural abilities to 
perceive, follow rules, to reason will also depend on 
the brain physiology as well as experience. 
 

Ccog = f(Experience Ex x Reasoning Ability Ab) 

6.3 Knowledge Paths 

Knowledge is developed by the process of learning 
from experience and/or use of cognitive capabilities 
and mental modelling or taught or communicated by 
others. In each and every case both the knowledge 
and the cognitive capabilities is potentially growing 
depending on the brain physiology and individual 
cognitive capabilities ie intelligence of the 
individual. Benfell et al., (2013) mentions the link 
between affordance and memes in which 
affordances ie ideas are communicated ‘by reading, 
watching television etc’ It is this exposure to 
affordance examples that enables direct copying. 
Alternatively we may use our existing knowledge 
and cognitive skills to playing with and mutate 
ideas. We may use existing logic to extend our 
knowledge or, depending on our capabilities, create 
new logic to produce new knowledge. This happens 
at different levels of the semiotic ladder from the 
knowledge of the physical world through formal to 
informal abstractions such as culture knowledge 
with learned formal and or informal rules/heuristics. 
See Figure 7. 
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logic

alternative
imaginary 
logic/play
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Knowledge

Apply

Copy
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Extend

 
Figure 7: Knowledge paths. 

7 SUMMARY AND 
CONCLUSIONS 

This paper has shown how the capability-affordance 
model and others can provide an approach to explain 
the possible interactions of mental resources that 
produce creative thought possibilities and cognition 
affordances and meet our objectives. Section 2 
explained the reasoning for semiological affordances 
by identifying the internal cognitive space and its 
relationship to cognitive affordance - objective a). 
To develop a model of semiological affordances 
(objective c) in Section 3 we identified cognition 
resources using the SRK model and cognitive task 
analysis. In section 4 we proposed agent knowledge 
resources based on cognition architecture and we 
suggested how semiotics and Peirce’s model relate 
to cognition mechanisms. In section 5 we showed 
that Cognitive capability depends on cognitive 
functions interacting with knowledge and proposed 
4 mechanisms for cognition. We proposed in section 
6 that the cognitive path (objective d) depends on the 
knowledge paths where existing knowledge is 
applied and grown by copying or mutation. Mutation 
can occur as a result of mind games, mental playing 
and imagination. This mutation may use existing 
logic of Ccog to creative new knowledge directly 
applicable to the real world. or, to create new 
knowledge that is not directly applicable as 
theoretical knowledge. To account for creativity 
(objective e) we proposed how perceived and 
cognitive affordances relate to the perception-action 
axis and the epistemic-axiological axis relates to 
mental theoretical models to extend the real world 
model or create new imaginary worlds as in 
creativity. 

8 FUTURE WORK 

The complexity of cognition (the process of using 
cognitive actions and knowledge) means we have 
only scratched the surface. Further work is needed to 
identify the detailed mechanisms of cognitive 
affordance permutation with specific examples using 
cognitive task analysis. For example how does a 
novelist or artist think compared with a surgeon. 
However whilst methods such as Cognitive task 
analysis can provide useful insights into the 
processual mechanisms, the detailed models rely on 
developments in cognitive psychology and medical 
research. 
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Abstract: Competition for funding between organizations attracts attention to their Key Performance Indicators (KPIs).
KPIs are usually designed with a top-down approach as families of measures for a group of business units
and often do not take into account the difference in goals andbusiness processes of organizations at the
strategic, tactical and operational level. This results inunreliable, inefficient and sometimes inconsistent
KPIs. Validation of KPI properties is typically postponed until the KPI is implemented, and databases are
populated with values. The reason is the absence of intuitive and simple methods for KPI modelling that
relate the strategic and tactical models and executable operational models. We propose such a method for KPI
modelling and validation of their properties. Our method combines ideas of goal, conceptual and executable
process modelling. Models at all levels are derived from KPIdefinitions. The conceptual modelling techniques
are used to relate the strategic and tactical models. The synchronous semantics of protocol modelling is used to
relate the tactical and the operational models. The executable operational and tactical models enable derivation
the KPI values, testing KPIs against the desired propertiesand identification of ambiguities in KPI definitions
that need to be resolved to improve KPIs.

1 INTRODUCTION

Key Performance Indicators (KPIs) are well estab-
lished measures of business performance (Parmenter,
2010). They are designed almost for any domain of
our life and there are KPI standards for many sec-
tors, including industry, medicine, education, and ser-
vices (KPIStandard, 2013; Garengo et al., 2005).

Usually the KPIs are defined by strategic and gov-
ernmental bodies for a group of organizations in a
branch in order to make the organizations compara-
ble. There is already an announcement of the Launch
of a Committee on Standards and KPIs for Brand &
Audience Campaigns in Europe (IAB Europe, 2013).

The methods of KPI design (Neely et al., 2000;
Strecker et al., 2012; Frank et al., 2009; Popova
and Sharpanskykh, 2010) include identification of the
most critical processes in the organizations of the
branch. Such generalization often leads to definitions
that use professional jargon, undefined notions and
forgotten elements of the business processes. There
is a risk of KPIs being interpreted differently in dif-
ferent organizations.

(Berler et al., 2005) note that KPIs often fail

to truly represent performance but instead highlight
problems of performance measurement. Therefore,
there is a need for a method of KPI modelling that can
adequately support the KPI definitions and localise
misleading KPIs.

Validation of KPI properties (listed, for example,
in (Peter Kueng, 2000)) is typically postponed un-
til the KPI is implemented, and databases are popu-
lated with values. The reason is the absence of intu-
itive and simple methods for KPI modelling that re-
late the strategic and tactical models and executable
operational models. Leaving validation of KPIs for
the implementation phase can result in ineffective
KPIs (Berler et al., 2005).

Therefore, there is a need for a method for vali-
dation of the underlying business process used for the
KPI definition and the KPI properties.

In this paper, we propose a method that addresses
both needs: (1) it identifies the aspects of the busi-
ness process relevant for a modelled family of KPIs
in the KPI definitions; (2) it enables validation of
the KPI properties on the abstract business process.
These useful features of our method are influenced
by the carefully chosen combination of the ideas
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from goal (Dardenne et al., 1993), conceptual (OMG,
2003) and protocol modelling (McNeile and Simons,
2006). We explain the ideas of those methods and
show the advantages of the chosen combination for
KPI modelling.

Design of KPIs is closely related to non-functional
requirements engineering as KPIs can be used to
judge the operation of organizations (Golfarelli,
2009). It is well known that the requirements en-
gineering methods for non-functional requirements
are far from being developed (Golfarelli, 2009).
Our method contributes to methodological support of
requirements engineering of non-functional require-
ments.

Layout of the paper: Section 2 presents desired
properties of KPIs defined in literature. We explore
what those properties mean for KPI modelling and
formulate the requirements for a method for mod-
elling of KPIs and validation of their properties. Sec-
tion 3 describes our method of modelling and dis-
cusses validation of KPIs. The method is illustrated
with analysis of two families of KPIs proposed for
the programme (Improving Access to Psychological
Therapies, 2013). Section 4 presents some related
work and concludes the paper.

2 DESIRED PROPERTIES OF
KPIs AND REQUIREMENTS
FOR A METHOD FOR
MODELLING OF KPIs AND
VALIDATION OF THEIR
PROPERTIES

Kechenham and Winchell (Peter Kueng, 2000) de-
fined six desired properties separating KPIs from
other measures. These properties may be seen as
requirements for KPI engineering. We now explore
what those properties mean for KPI modelling:

1. KPIs should be in a Quantifiable Form.Quantifi-
cation means deriving a number or a conclusion
from a set of instances of selected concepts in the
models. Any KPI can be presented as a quan-
tification predicate of first-order logic (Andrews,
2002).

2. A KPI needs to be Sensitive to Change.Any vari-
ation in the KPI measure in the model should vary
with changes of predefined factors of the process
inputs and/or with changes of the states of in-
stances of selected concepts in the models.

3. A KPI should be Linear.Linearity of a KPI means
that performance changes in line with the value

of the indicator via a linear relationship. As non-
linear, e.g. power and exponentially related KPIs
exist, we change this requirement to ’the value of
a KPI must be able to be shown by a consistent
mathematical relationship in its simplest form’.
This implies that linear relationships are the best
as they are more easily tested, but that other nu-
merical relationships can be used provided the re-
lationship can be defined clearly.

4. A KPI should be Reliable.Reliability means that
the algorithms for KPI calculation should be free
from semantic errors and correctly calculate per-
formance both in routine circumstances, as well
as in unexpected circumstances. The validation
of this property demands a model of the seman-
tic concepts of the professional terminology and
a model of the relevant aspects of the underlying
business process.

5. A KPI should be Efficient.
(a) The indicators should be intuitive, unambigu-
ous and easy to understand in order to avoid
wasted effort or errors in their use and application.
This efficiency can be achieved by demonstrating
the semantics of the KPI definition on a model to
the users.
(b) A KPI must be cost-effective to produce. This
implies that a KPI should be created in the sim-
plest way from any constituent metrics or indica-
tors and that their production should use the sim-
plest possible calculations. The number of ele-
ments (e.g. numerical inputs, states from different
processes) comprising the KPI family is a mea-
sure of efficiency. If this number can be reduced,
then the KPI family is not efficient and can be im-
proved further.

6. A KPI should be Oriented to Improvement, not
to Conformance to Plans.There is a danger that
KPIs can be used to manipulate numbers instead
of showing the improvement. The improvement
oriented KPIs imply changes necessary to ensure
competitive business performance. This property
relates the KPI definitions both to strategic and
tactical goals and to the underlying business pro-
cess.

Analysis of the set of desired properties of KPIs
shows that they cannot be validated without abstract
models of the relevant aspects of the underlying busi-
ness process and the goals of the assessed organiza-
tions. The input information for modelling the under-
lying business process and the goals of the assessed
organizations should be derived from the definitions
of the KPIs and their intended use. The validation
of properties needs execution of the abstract business
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model.
The method for KPI modelling and validation

should:
(1) enable understanding the KPIs and their rela-

tionships;
(2) provide intuitive models of KPIs :

(a) at the level of numerical modelling in order to test
desired properties 1,2,3;
(b) at the level of goal and conceptual modelling in
order to test desired properties 4,5,6.

3 METHOD FOR MODELLING
OF KPIs

The inputof our method is a document that defines
KPIs for a branch of organizations. The KPIs are al-
ready designed, and the relevant elements of the busi-
ness process are described in the definition of KPIs
using the professional terminology.

The goalof our method is validating the assump-
tions about the relevant aspects of the underlying busi-
ness process and assessing the KPI properties.

3.1 Case Study

We illustrate our method with a case study of the KPIs
officially used in the programme IAPT (Improving
Access to Psychological Therapies, 2013). The goals
of this medical programme are the monitoring of the
coverage by therapies and effectiveness of therapies
for depression or anxiety disorders. It is expected that
”3.2 million people will access IAPT; 2.6 million pa-
tients will complete a course of treatment and up to
1.3 million (50% of those treated) will move to mea-
surable recovery. For common mental health condi-
tions treated in IAPT services, it is expected that a
minimum of 15% of those in need would willingly
enter treatment if available.” The indicators need to
measure a quarter on quarter improvement. The IAPT
program defines KPIs and High level indicators (HIs).
HIs are strategic indicators used to support change de-
cisions, while KPIs are at the tactical level of manage-
ment and control performance.

The program defines a family of the following in-
dicators:
KPI1: Level of Need. It presents the number of peo-
ple who have depression and/or anxiety disorders in
the general adult population. The number presenting
population is produced as a result of the Psychiatric
Morbidity Survey.
KPI2: No longer collected.
KPI3a: The number of people who have been re-
ferred for psychological therapies during the report-

ing quarter.
KPI3b: The number of active referrals who have
waited more than 28 days from referral to first treat-
ment/first therapeutic session (at the end of the report-
ing quarter).
KPI4: The number of people who have entered psy-
chological treatment, (i.e. had their first therapeutic
session) during the reported quarter is related to the
concept person.
HI1: Access Rate. It indicates the rate of people
entering treatment from those who need treatment
HI1= KPI4/KPI1.
KPI5: The number of people completed treatment.
KPI6: The number of people moving to recovery.
This number sums up those who completed treatment,
who at initial assessment achieve ”caseness” and at
the final session did not.
KPI6a: No longer collected.
KPI6b: The number of people who have completed
treatment but were not at ”caseness” at initial assess-
ment.
HI2: Recovery Rate. It is calculated using the for-
mulaHI2= KPI6/(KPI5−KPI6b).

The indicators in this case study do not measure
the duration of operations or localized metrics of the
detailed operational process steps and so cannot be
classified as operational.

The set of indicators identifies two relevant im-
provement aspects of the business processes of the
assessed organizations, namely an aspect of access to
the treatment and the aspect of assessment of patients
and their treatment.

3.2 Method Steps

Our method of KPI modelling contains the following
steps:
1. Relating KPIs to goals of processes.
2. Conceptual modelling of the KPIs and the relevant
underlying processes.
3. Relating the KPIs to the business concepts.
4. Protocol modelling of the business concepts.
5. Deriving the KPIs from the protocol models.
6. Validating the KPI properties by using the exe-
cutable protocol model, goal and conceptual models.

1. Relating KPIs to Goals of Processes. In this
step we use ideas of the well-established group of
Goal-Oriented approaches to Requirements Engineer-
ing (GORE) (Dardenne et al., 1993; Regev and Weg-
mann, 2011). The notion of a goal is used as a partial
description of a system state being a result of an exe-
cution of the system. The authors of the GORE meth-
ods emphasize the similarity between goals, require-
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ments and concerns and propose to combine them in a
tree structure. Goals are refined by requirements and
concerns.

Figure 1 shows three processes relevant for mod-
elling of the IAPT KPIs: (1)Survey of the Needs of
Population, (2) Psychological Therapyand (3)Pro-
gram of Improving Access to Psychological Therapies
(IAPT). Each of processes has its own goals.

The goals of the Psychological Therapy are:”A
Referred Person has access to psychological thera-
pies” and”A Referred Person after treatment has im-
proved conditions”. These goals are combined with
the AND operator. TheSurvey of the Needs of Popu-
lation has the goal”Estimate the size of the Popula-
tion of People needed psychological treatment.”

TheProgram of IAPThas the goals”Measure ac-
cess to psychological therapies”and ”Measure ef-
fectiveness of treatment”. The goals of theProgram
of IAPT are related to the goals of thePsychologi-
cal Therapy. We indicate these relations in Figure 1
as ”Monitor Access” and ”Monitor Effectiveness of
treatment”.

A distinctive feature of our approach is deriving
goals of the KPI measurement and the underlying
business processes from the document with the KPI
definitions. This approach allows us to identify the as-
pects of the business process that were used in the de-
sign of the KPI definitions: Estimate the size of pop-
ulation of people needed phycological therapy; Guar-
antee that a refereed person has access to phycologi-
cal therapy; Guarantee the good chance that a refereed
person after the treatment has improved conditions.

2. Conceptual Modelling of the KPIs. As in other
GORE approaches the goals of each process are re-
fined to concepts. The conceptual modelling is a wide
variety of methods. The comparison studies conclude
that ”abstracting from their graphical form, the core
expressivity of all conceptual models proposed in lit-
erature is similar” (Golfarelli, 2009). So, we choose
the class diagram as the most used and standardized
in UML. In this step, our method has similarity with
the KAOS method (Dardenne et al., 1993).

Figure 1 shows that for modelling of each process,
we extract corresponding concepts with attributes.
The concepts are often the subjects of the process or
the result of the process. The conceptReferred Per-
soncorresponds to thePsychological Therapy. A Re-
ferred personis the subject ofPsychological Therapy
mentioned in the goals.

The conceptSurveyis the result of the process
Survey of the Needs of Population.

In the search of generic concepts for modeling of
KPIs we decided to use the conceptDashboardfor

each goal of the measurement process. A dashboard
in the business intelligence domain presents a collec-
tion of measures of different levels supporting a par-
ticular request. The conceptDashboardallows us to
collect the KPIs as attributes of the dashboard con-
cept.

Using this choice theProgram of IAPTprocess
is modeled with two conceptsAccess Dashboardand
Recovery Dashboard. Access Dashboardcorresponds
to the goal”Measure access to psychological thera-
pies”. All the tactical and strategic measures needed
for access measurement:KPI1 , KPI3a, KPI3b KPI4
and HI1 , are modeled as attributes of theAccess
Dashboard. Recovery Dashboardwith its attributes
corresponds to the goal”Measure effectiveness of
treatment”.

3. Relating the KPIs to the Business Concepts.
The attributes of the dashboard concepts designed for
modeling of KPIs need to be derived from the con-
cepts of the relevant business processes. From the
KPI definition, we extracted two relevant business
processes and two corresponding business concepts
for calculation of the KPIs of the IAPT program:Sur-
veyandReferred Person. Each of these concepts has
its own attributes.

Conceptual modelling forces us to think about the
attributes needed and semantics for KPI calculation.
The attributes of concepts are taken from the KPI def-
initions. For example, the definition of KPIs says that
the monitoring takes place quarterly. This implies that
the concepts of the underlying process need the at-
tributes representing the date of their appearance. The
Surveygets its attributeDateOfSurveyand Reffered
Persongets its attributeDateOfReferring.

We use also a generic attributeStateand identify
its possible values from the KPI definitions. For ex-
ample, the names of the states of the life cycle of the
Referred Person: Referred, Waited 28 days, Entered
treatmentandCompleted treatment.

4. Protocol Modelling of the Business Concepts.
Until this point, our method just extended the domain
of application of GORE methods (such as KAOS) to
modelling of KPIs.

From this point, our method becomes semanti-
cally different from other GORE methods. We intro-
duce an intermediate step, namely modelling all the
concepts as protocol machines.

The GORE models use activity diagrams or UML
state machines for modelling of concepts. Activity di-
agrams and UML state machines have asynchronous
semantics (McNeile and Roubtsova, 2010). The in-
teraction of concepts is initialized by sending a mes-
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Figure 1: Goals and Concepts.

sage or by calling a method. These models suit for
modelling of system implementation. Asynchronous
interactions create many intermediate states that are
not justified by the goals of the system (Gossler and
Sifakis, 2003). Analysis of intermediate states may
be relevant for validation of asynchronous implemen-
tation, but the KPIs are situated at the tactical and
strategic level, at the level of visible states of the sys-
tem.

We have chosen the protocol machines for the
following reasons:
- Firstly, we want to minimize complexity of semantic
modelling of business concepts. Protocol modelling
uses a data-extended synchronous CSP-parallel com-
position (McNeile and Simons, 2006).CSP stands
for Communicating Sequential Processes. The initial
form of this composition operator was proposed
in (Hoare, 1985). The initial operator was extended
for machines with data by (McNeile and Simons,
2006). Because of the synchronous composition of
its parts a protocol model presents only quiescent
states of the system. This allows us to model only
visible state and essentially decrease the state space

of the model. All states can be justified by the system
goals and subgoals. Modelling and reasoning can be
focused on the business semantics.
- Secondly, we need to model KPIs that count
entities in a specified state. The semantics of derived
states is needed for KPI modelling as KPIs must
reflect the state of business processes from which
the measurements are obtained to drive the KPIs.
Activity diagrams and UML state machines do not
have semantics allowing one concept to derive its
states from the state of other concepts (OMG, 2003).
- Thirdly, we should be able to model crosscutting
sub-processes as KPIs may collect information from
different elements of the system. Crosscutting sub-
processes are repeated parts of a business process that
cannot be decomposed using hierarchy or sequential
decomposition. Activity diagrams and UML state
machines cannot easily specify the crosscutting
sub-processes as the composition techniques of
the diagrams are restricted with sequential and
hierarchical composition (Gossler and Sifakis, 2003).
Separating crosscutting sub-processes can be used
for efficient modelling of KPIs. Combining different
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measures at different abstraction level presented with
crosscutting parts simplifies the KPI models. Proto-
col modelling supports the CSP parallel composition
of crosscutting sub-processes in the business process
that simplifies the KPI modelling.

A protocol machine is an object life-cycle model.
It is presented as a state transition structure with a data
storage that defines the ability of a system to interact
with its environment by accepting or refusing events
from the environment. A protocol machine can be
seen as an object that exists even without its creation
in its initial state. An object goes into its active state
accepting a creating event. All protocol machines are
composed with the data-extended synchronous CSP-
parallel composition.

The Protocol Model of the Program for IAPT.
Protocol machines used for modelling of KPIs are
graphically shown in Figure 2. Each concept from
Figure 1 has the corresponding protocol machine at
Figure 2 with the same name. The boxes in Figure 2
represent protocol machines, where the attributes of
concepts are shown in bubbles. The graphical pre-
sentation does not provide all the elements of the
model. The complete protocol model of the pro-
gram for IAPT is presented with its metacode and
small java functions and can be found in (Roubtsova,
2013). For instance, the metacode of an instance of
theSurvey concept is a protocol machineSurvey.

OBJECT Survey

NAME SurveyName

ATTRIBUTES SurveyName: String,

Population:Integer,

DateOfSurvey:Date

STATES created

TRANSITIONS @new*CreateSurvey=created

EVENT CreateSurvey

ATTRIBUTES Suvey:Survey,

SurveyName:String,

Population:Integer,

DateOfSurvey:Date

It is assumed that the survey is periodic (the pe-
riod is not given), and we add the tacit attribute to the
Survey: DateOfSurvey:Date. Only theSurvey in-
stance closest to the date of KPI monitoring is used
for KPIs calculation.

Each instance of theSurvey is created by ac-
cepting an eventCreate Survey. Only theSurvey
in state ”created” can provide the values of its
attributes of theLevelOfNeed and Population
for performance indicators. The acceptance of
an eventCreate Survey brings with its attribute
Population the number of people who have depres-

sion and(or) anxiety disorders and with its attribute
DateOfSurvey the value of the attribute of the proto-
col machineSurvey.

By accepting or refusing this event the protocol
model communicates with the environment. This
communication is simulated in Modelscope tool sup-
porting Protocol Modelling (McNeile and Simons,
2005).

A protocol machine may also describe a part of the
life cycle of an object. The metacode is started with
the key wordBEHAVIOURFor example, the concept
Refereed Personis presented as the protocol machine
Referred Person. This protocol machine includes
behaviour Treatment. Both protocol machines
Referred Person andTreatment are synchronized
with an eventEnterTreatmentAndAssess. The sep-
aration of the conceptTreatment simplifies the quan-
tification on the states of theReferred Person used
for KPI definition.

OBJECT ReferredPerson

NAME PersonName

INCLUDES Treatment

ATTRIBUTES PersonName: String,

DateOfReferring:Date,

STATES referred, 28DaysWaited, left,

enteredTreatmentAndInitiallyAssessed,

completedTreatmentAndAssessed

TRANSITIONS @new*Refer =referred,

referred*Decline=left,

left*Return=referred,

referred*Wait=28DaysWaited,

28DaysWaited*Leave=left,

28DaysWaited*EnterTreatmentAndAssess=

28DaysWaited

BEHAVIOUR Treatment

ATTRIBUTES CasenessBefore:Boolean,

CasenessAfter:Boolean

STATES enteredTreatmentAndInitiallyAssessed,

completedTreatmentAndAssessed,left

TRANSITIONS

@new*EnterTreatmentAndAssess

=enteredTreatmentAndInitiallyAssessed,

enteredTreatmentAndInitiallyAssessed*Leave=left,

enteredTreatmentAndInitiallyAssessed*

CompleteTreatmentAndAssess

=completedTreatmentAndAssessed

EVENT Refer

ATTRIBUTES ReferredPerson:ReferredPerson,

PersonName:String,

DateOfReferring:Date

EVENT Decline

ATTRIBUTES ReferredPerson:ReferredPerson

EVENT Return

ATTRIBUTES ReferredPerson:ReferredPerson

EVENT Wait

ATTRIBUTES ReferredPerson:ReferredPerson

EVENT Leave
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ATTRIBUTES ReferredPerson:ReferredPerson

EVENT EnterTreatmentAndAssess

ATTRIBUTES ReferredPerson:ReferredPerson,

CasenessBefore:Boolean

EVENT CompleteTreatmentAndAssess

ATTRIBUTES ReferredPerson:ReferredPerson,

CasenessAfter:Boolean

Attributes of the protocol machinesReferred
Person and Treatment are shown in bubbles in
Figure 2. AttributesCasenessBefore:Boolean
and CasenesAfter:Boolean model the procedure
of assessment of the patient’s conditions. Each
transition is labelled with an external event. As
events are the structures that carry data, they al-
low the model to updatethe attributes in the life cy-
cle of an instance of theReferred Person. The
value of theDateOfReferring is entered with event
Refer. CasenessBefore is inserted with event
EnterTreatmentAndAssess. CasenessAfter is en-
tered with eventCompleteTreatmentAndAssess.

5. Deriving the KPIs from the Protocol Models of
Concepts. An instance of a dashboard protocol ma-
chine models a KPI report request. The metacode of
theAccess Dashboard is shown below.

OBJECT AccessDashboard

NAME DashboardName

ATTRIBUTES,

DashboardName:String,

StartOfReportingQuarter:Date,

!LevelOfNeed:Integer,

!NumberReferredPersons:Integer,

!NumberReferredPersonsWaited:Integer,

!NumberOfEnteredTreatment:Integer,

!AccessRate: Integer,

STATES created

TRANSITIONS

@new*CreateAccessDashboards=created

The protocol machinesAccessDashbord and
RecoveryDashboard present KPIs monitoring the
access and recovery by selecting and counting the in-
stances of the protocol machines. Derived attributes
of dashboard protocol machines marked by the ex-
clamation symbol ”!” represent individual KPIs. The
eventCreateAccessDashboard is used to insert the
value of the starting date of the reporting quarter into
the attributeStartOfReportingQuarter:Date.

Each dashboard protocol machine reads the state
of protocol machinesSurvey andReferred Person
and derives the values of own attributes presenting
KPIs.

Each derived attribute presenting a KPI has a cor-
responding derivation function. The functions are
stored in the java files extending behaviour of dash-
board protocol machines. For example, the attribute

KPI1 : LevelOfNeed is calculated using its request
function presented below.

public class AccessDashboard extends Behaviour{

//KPI 1 Level of Need

public int getLevelOfNeed() {

int LevelOfNeed=0;

// choose the date three years ago

Calendar cal = Calendar.getInstance();

cal.add(Calendar.YEAR, -100);

Date dd = cal.getTime();

Date Dashd =

this. getDate("StartOfReportingQuarter");

Instance[] existingSurvey =

selectInState("Survey", "@any");

for

(int i = 0; i < existingSurvey.length; i++) {

Date SD=

existingSurvey[i].getDate("DateOfSurvey");

if

(SD.compareTo(dd)>0 && SD.compareTo(Dashd)<0)

{LevelOfNeed=

existingSurvey[i].getInteger("Population");

dd=SD;

}}

return LevelOfNeed;

}}

AccessDashboard reads the state of protocol ma-
chine Survey (but does not change it). It finds
the Survey with the closest date and takes the value
of the Population of this Survey and assigns it
to own attributeLevelofNeed. The search func-
tion selectInState("Survey", "@any") selects
the set of surveys to choose the latest survey from this
set.

Protocol modelling has predefined select func-
tions useful for definition of tactical KPIs:
- selectInState (”BehaviourName”,”State”)returns
an array of instances, all of which include the speci-
fied behaviour;
- selectByRef(”BehaviourName”,”AttributeName”)
returns an array of instances, all of which include the
specified behaviour (or object) and have the specified
attribute.

6. Validating the KPI Properties by using the
Executable Protocol Model, Goal and Conceptual
Models. At the moment, when the KPIs are proto-
col modeled as valid numeric algorithms they can be
analyzed and tested. The algorithms for KPIs are pre-
sented in java files and implement exceptions, e.g. for
the division by zero forAccess Rate andRecovery
Rate.
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Figure 2: Protocol Model of the IAPT KPIs.

Quantifiability. Quantification means deriving a
number or a conclusion from a set of instances of se-
lected concepts in the models. As we apply the select
functions for KPI derivation, this means that quantifi-
cation is already built into the KPI derivation proce-
dure.

Sensibility to the Change. In order to test the
sensitivity to change for any KPI, the protocol model
is populated with instances.

Let us assume that we want to test how
val the KPI1:Level of Need is changed when
the new instance ofSurvey appears. We cre-
ate two instances of the protocol machine
Survey with different DateOfSurvey and
one instance of the AccessDashboard with
StartOfReportingQuarter. We need to test
that the closest instance of theSurvey will be
chosen to update the KPI1. We do not need to create
a database to test the KPI definition in protocol
modeling. We use only two instances of the pro-

tocol machineSurvey needed for validation of the
sensitivity to the change of theDateOfSurvey.

Linearity. In order to test linearity of a KPI to
a number of instances, we need a model withN in-
stances and a model withN+ 1 instances. The tests
are collected during the execution. Because the pro-
tocol model has only the quiescent states, the KPI-
attributes of the dashboard, are derived from other
protocol machines at the same moment. For exam-
ple, all KPIs ofAccessDashboard are derived at the
StartOfReportingQuarter.

Reliability of the Business Process used for KPI
Definitions. Execution may question semantic relia-
bility of KPIs because of incompleteness of the busi-
ness process used in the KPI definition.

For example, the procedure of testingCaseness
is not specified in document of the IAPT (Improving
Access to Psychological Therapies, 2013). The strate-
gic HI:Recovery Ratedepends on the quality of the
procedure of testingCaseness both before and after
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treatment. TheRecovery Rateis increased if more of
healthy people with assessed as ”false” will enter the
treatment. TheRecovery Rateis increased if more of
sick people are wrongly assessed as ”false” will leave
the treatment. In other words, the quality of testing is
the point of attention for management of the business
process using this KPI family. In order to improve
reliability of theHI: Recovery Rate, the procedure
of theCaseness testing should be specified.

Efficiency of KPI Sets. It is more difficult to val-
idate efficiency as there are usually several different
ways to collect data from the model for a KPI calcu-
lation. The KPI is efficient in organization if it is sim-
ple and well understood. In this way, the efficiency is
related with semantic reliability.

In general, the KPIs should not duplicate each
other. As we analyse the working programme, the
duplications were already avoided. In the IAPT pro-
gramme, the KPI2 and KPI6a duplicate other KPIs.
They were found superfluous already by organiza-
tions trying to apply the set of the IAPT KPIs. The
validation could be done on the model.

Improvement Orientation of KPIs. The most
important property of KPIs is improvement orienta-
tion. There is a danger of replacing the improvement
orientation of KPIs with the plan orientation. In this
case, the KPIs may be used for manipulating num-
bers. The value of an improvement oriented KPI can-
not be manipulated in the attempt to meet its planned
value.

Our case study presents examples of both an im-
provement oriented KPI and a possibly plan oriented
KPI.

The HI AccessRate=
(NumberO f EnteredTreatment/LevelO f Need) is an ex-
ample of the improvement oriented KPIs. It cor-
responds to the goal:”A Referred Person has ac-
cess to psychological therapies.”The improvement
means positive growth of the ratio of treated people
to the people needing treatment. Modelling shows
that the numerator and denominator of the KPI are
objective values that grow through the model execu-
tion and cannot be manipulated in the defined pro-
cess. TheLevelOfNeed comes from an independent
process Survey. TheNumberOfEnteredTreatment
is a summation of individuallyReferred Persons,
which are independent of the treatment providing

The HI RecoveryRate=
Numbero f PeopleMovingToRecovery/

(Numbero f PeopleCompletedTreatment−

NumberO fCasenessPeopleBe f oreTreatment)

may become plan oriented and open to manipulations.
For validation of the improvement orientation of this
indicator, we use both the goals associated with KPIs

and the model of the underlying process.
The KPI corresponds to the goal”A Referred

Person after treatment has improved conditions”.
The improvement corresponds to the growth of the
Recovery Rate, but the growth may be manipulated
by the procedure of the assessmentCaseness both
before and after treatment. If this procedure is in-
dependent of the process of treatment and well de-
fined/specified to avoid manipulations, theRecovery
Rate is improvement oriented. If the procedure of
Caseness assessment belongs to the treatment pro-
cess, and this treatment process gets funding on the
basis of this KPI, then the value ofRecovery Rate
can be manipulated to meet the planned values by as-
sessing healthy people as sick before the treatment
and sending them for the treatment or by assessing
sick people as healthy after the treatment.

4 RELATED WORK AND
CONCLUSIONS

The KPI specific modelling techniques described by
(Strecker et al., 2012; Frank et al., 2009; Popova and
Sharpanskykh, 2010), are based on conceptual mod-
elling and propose metamodels for KPI design. They
are aimed to integrate the enterprise models with a
model of performance measurement systems and use
the integrated model as a basis for further analysis
at different organizational levels of abstraction. The
methods do not have means for execution of process
models and validating the properties of KPIs.

The aim of our method is different as we take a de-
signed set of KPIs as an input from a document or a
standard and then model and analyse the abstract busi-
ness process derived from this KPI set and the prop-
erties of KPIs. We relate KPIs only to the abstract
business processes derived from the KPI definitions
and therefore, simplify the analysis.

We don’t restrict our modelling techniques with
conceptual modelling. Our method combines ele-
ments of goal modelling, conceptual modelling and
protocol modelling. The need of a practical combina-
tion of these methods to validate KPI properties led
us to the choice of the synchronous protocol mod-
elling technique. As a protocol model is a combi-
nation of process model and data model, it contains
useful procedures for communication of protocol ma-
chines with data and advanced procedures for deriva-
tion of states of one protocol machine from the states
of others. These advanced protocol modelling opera-
tors are supported with the Modelscope tool (McNeile
and Simons, 2005). The model is executed and tested.

The combination of techniques proposed in this
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paper supports the requirements for the method for
KPI modelling as it presents a) an abstraction of the
available conceptual models enabling modelling of
KPIs and understanding their relationships; b) intu-
itive models of KPIs of different levels. Our method
enables model execution and therefore, validation of
the desired properties of KPIs. The goal model and
the executable protocol model support the validation
of the properties of KPIs including semantic reliabil-
ity and improvement orientation. The validated pro-
cesses and KPIs can be used for implementation mod-
elling.

In the future work, we plan to further develop
techniques to test semantic reliability and efficiency
of a KPI and adapt our method for design and anal-
ysis of tactical, strategic and complex KPIs (Robert
Kaplan, and David Norton, 2001) used in industry.

We also plan to integrate our method with the
methods for system implementation modelling. The
models of implementation are usually asynchronous.
All asynchronous deviations of their behaviour from
the visible system behaviour presented with protocol
models should be required or accepted by users. In
such a way using protocol models may contribute to
reliability of requirements and models of implemen-
tations.
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Abstract: In this paper, we introduce a problem structuring method (PSM) called “Value Map”. Value Map is an 
extension to the Supplier Adopter Relationship Diagram in the Systemic Enterprise Architecture Method 
(SEAM). Value Map assists in understanding, analysis and design of value creation and capture in service 
systems. To develop the Value Map, we reviewed the literature that examine value creation and capture 
particularly in the marketing and microeconomics domains. The literature review helped us to discover and 
explore the relationships among the important concepts relevant to the processes of value creation and 
capture. Having identified these concepts and their relationships, we graphically represented them in the 
form of a conceptual model. The conceptual model provided insights into the structure and the dynamics of 
value creation and capture and served as a reference point for developing the notational elements and the 
modeling constructs in the Value Map. We illustrate the applicability of the Value Map by modeling value 
creation and capture in the service system of a social networking company called Webdoc. 

1 INTRODUCTION 

In the theories of economic exchange, value was 
traditionally viewed only from the perspective of 
monetary transactions between the customers and 
the organization. Value was perceived to be rooted 
in goods that were produced by the organization. 
Once distributed to customers, the value produced 

was destroyed, or consumed. In the marketing 
literature, this perspective is broadly referred to as 
the Goods-Dominant (G-D) logic, which was 
prevalent pre-1900s. From the standpoint of the G-D 
logic, customers played a negligible role in the value 
creation process. In other words, the organization 
created what was perceived as valuable to the 
customer (Prahalad and Ramaswamy, 2004) without 
the involvement of the customer. 
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According to Vargo et al. (2010, 136), the 
underlying objective of the G-D logic is to 
“maximize operational efficiency and reduce firm 
costs in order to increase financial profits”. 
Moreover, G-D logic primarily focuses on operand 
resources (i.e., those resources that are tangible; 
physical goods) that are manifested in products. 

In a paradigm shift, the economic exchange 
model has been augmented and extended to include 
customers as a fundamental tenet of the value 
creation process. This shift has led to the emergence 
of the Service-Dominant (S-D) logic. The G-D and 
the S-D logic differ in a number of important ways, 
(see Table 1). 

Table 1: G-D Logic vs. S-D Logic. 

 G-D Logic S-D Logic 

Focus 
Operand resources; 
creating goods to be 

sold 

Operant resources; 
intangible resources (i.e., 

knowledge and skills) 

Goods The product of value 
to be exchanged 

Seen as intermediaries in 
service delivery 

Service Intangible output of 
a good 

Service is the foundation 
of all exchange 

Value Created within 
organizations 

Co-created by 
organizations and 

customers 

The focus in the S-D logic is on intangibles, 
competencies, dynamic exchange processes and 
relationships that are broadly referred to as operant 
resources. Operant resources have an influence on 
other resources to create benefit through the service 
(Vargo et al., 2010). 

The concept of a good in the G-D logic is the 
product of value to be exchanged.  While, in the S-D 
logic, a good is merely seen as an intermediary in 
the delivery of service, broadly viewed as delivery 
mechanisms for services (Vargo and Lusch, 2008). 

Furthermore, in the S-D logic, the concept of 
service is extended beyond a “particular” kind of 
intangible good (i.e., knowledge and skills) or an 
intangible output of a good. Instead, service is 
deemed as the foundation of all exchange (i.e., 
service exchanged for service) (Vargo and Lusch, 
2004a).  

Finally, the S-D perspective conceptualizes a 
firm’s offerings not as an output, but as an input for 
the customer’s value-creation process. Thereby, 
instead of viewing value as being created within 
companies, value is increasingly viewed as being co-
created between companies, customers, and other 
actors within a service system.  

Service systems are the arrangement of 
resources, including people, information, and 
technology (Vargo et al., 2009). In service systems, 

value is perceived as being created in collaboration 
with the customer (Sphorer and Maglio, 2008). 
Grönroos, (1979, 2006, 2008), Ballantyne and Varey 
(2006), and Gummesson (2007) argue that in the S-
D logic, the supplier is not the sole creator of value, 
but that value emerges when the customer is 
involved in the process.  Thus, from the S-D 
standpoint, customers are the eventual locus and the 
determining party of the value that is created 
(Sandström and Kristensson, 2008). Lusch and 
Vargo (2006) suggest that the customer’s 
collaborative role in value creation is what is known 
as co-creation of value. 

Moreover, the S-D logic emphasizes on the 
subjective and experiential nature of value and thus 
asserts that value is “uniquely and 
phenomenologically determined by the beneficiary” 
(Vargo and Lusch, 2008). Based on this perspective, 
a distinction is made between value-in-use and 
value-in-exchange. Value-in-use refers to the 
specific qualities of the service. These qualities are 
perceived by users in relation to their needs (i.e., 
speed or quality of performance, aesthetics, or 
performance features). Value-in-exchange can be 
defined as the “monetary amount realized at a 
certain point in time in exchange” (Lepak et al., 
2007).  

After value has been created, it is important for 
the organization to capture this value.  Lepak et al. 
(2007) explain that some value may be lost or in 
some cases, shared with other stakeholders.  Value 
capture, also termed value retention or value 
appropriation, deals with the amount of exchange 
value the customer has kept and retained by the 
organization in the form of profit (Bowman and 
Ambrosini, 2000).  From a non-monetary 
perspective, value capture can be described as the 
degree to which service quality goals have been met 
or exceeded (Parasuraman et al., 1985). 

Once value has been (co)-created, the viability of 
the service system depends on its ability to capture 
the created value.  In other words, the service 
provider sustains its existence with the value it 
retains (Ritala et al., 2009). Thus, it can be asserted 
that sustainable value (co)-creation and capture is an 
imperative for viability of service systems.  

In the service science literature, a number of 
modeling frameworks provide conceptual tools to 
support the design of service offerings (see for 
instance Gordijn and Akkermans, 2003; Weigand et 
al., 2009; Pijpers and Gordijn, 2007; Yu, 1997; 
Weigand, 2009). Such modeling frameworks, 
however, mainly address the design and analysis of 
value from the customers’ perspective and do not 
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sufficiently address service providers’ value capture 
in the service value equation. In general, the same 
gap can be broadly identified in the service 
literature, where value (co)-creation has often been 
emphasized over value capture.  

Moreover, there are nonlinearities and feedback 
structures inherent in the interplay between value 
creation and capture in service systems. For 
instance, a slight increase in price, results in the loss 
of a huge proportion of the market, or, a new service 
feature can boost the customer base of a service 
provider. While presenting both conceptual and 
practical challenges for service providers and service 
science researchers, this systemic interconnectedness 
has been glossed over in the service science 
research.  

To tackle the above mentioned research gaps, in 
this study, we introduce the Value Map; a 
framework for modeling value in service systems 
that takes into account both value creation (for and 
with customers) and value capture (by service 
providers). The Value Map can be broadly referred 
to as a Problem Structuring Method (PSM) (Mingers 
and Rosenhead, 2004; Rosenhead, 1996; Rosenhead 
and Mingers, 2001) that aims to provide conceptual 
and practical assistance in analyzing, reconfiguring 
and designing value in service systems. The 
modeling constructs and notational elements in the 
Value Map are derived from a literature review we 
conducted to gain a new perspective into the 
structure and the dynamics of value creation and 
capture. 

This paper is organized in the following way. In 
Section 2, we elaborate on the structure and the 
results of the literature review we conducted to 
discover the important concepts relevant to value 
creation and capture. In order to gain a better 
understanding, the concepts and their relationships 
were formalized in 10 algebraic functions and were 
graphically represented in form of a conceptual 
model. In Section 3, we introduce the value map and 
its modeling constructs and notational elements. In 
Section 4, we present the results of the application of 
the Value Map to model and improve value creation 
and capture in a social networking platform called 
Webdoc. Section 5 includes the related work. In this 
section we briefly report on the results of an 
empirical study we conducted to assess the 
usefulness of the Value Map and to compare it to an 
established method for presenting business models. 
Finally, in Section 6 we present our conclusions, 
limitations of research and our future work. 

 
 

2 THE CONCEPTUAL MODEL 

In this section, we present the structure and the 
results of the literature review we conducted on the 
theoretical frameworks that examine value creation 
and capture. A literature review can be conducted 
for a variety of purposes see (Hart, 1999, 27). In this 
paper, the literature review will help us discover the 
important concepts relevant to value creation and 
capture and explore the relationships among these 
concepts in order to gain a new perspective into the 
structure and the dynamics of value creation and 
capture. Thus, the literature review helps us 
understand the “what” (i.e., the concepts), the 
“how”, (i.e., their relationships) and the “why” (i.e., 
the rationale behind the selection of the concepts and 
the perceived relationships among them). According 
to Whetten (1989), the “what”, “why” and the 
“how” are the three tenets of a theoretical 
contribution. 

The correct selection of the published materials 
is a vital element of a literature review. We followed 
Baker (2000) and developed a number of criteria for 
selection of the work to be included in the literature 
review. The articles we included in the literature 
review addressed value creation and capture 
simultaneously, and were indexed by Institute for 
Scientific Information (ISI). These two criteria led 
us to a total of around 30 articles. We then derived 
the key concepts discussed in each article. The 
concepts were then analyzed and divided into three 
categories: customer value, customer value creation 
process, and service provider value capture. Next, 
for each category, we developed a number of 
functions that embody algebraic expressions 
explaining the relationships between the concepts 
(see Table 2). Having identified the concepts and 
their relationships, we graphically represented them 
in form of a conceptual model made up of boxes 
(i.e., the concepts) and arrows (i.e., their 
relationships), (see Figure 1). According to Whetten 
(1989, 491), “such visual representations often 
clarify the author's thinking and increase the reader's 
comprehension”. As illustrated in Figure 1, we have 
marked the three categories of concepts in the 
conceptual model. 

3 THE VALUE MAP 

Figure 2 represents the actors and their properties in 
a service system. We refer to this representation as 
the Service System Model. As illustrated, the 
Service System is composed of a Service Provider
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Table 2: The Algebraic Functions capturing relationships between Customer Value, Customer Value Creation Process, and 
Service Provider Value Capture concepts. 
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1 
Net perceived customer value (NPCV) =  (perceived service benefits) – (perceived service costs)  

NPCV equals the benefits minus the costs of receiving the service. 
(Kotler, 2000; Day, 1990; Huber, 2001)  

2 

Perceived benefits of the service offering =  (perceived functional benefits) + (perceived emotional 
benefits) 

The sum of the functional and emotional benefits constitutes the perceived benefits of the service 
offering.  

(Kotler, 2000; Grönroos, 2000)  

3 

Perceived costs of the service offering  =  (Perceived non-monetary costs) + (Perceived monetary costs) 

The costs incurred to the customer who receives the service are divided into two categories: monetary 
cost and non-monetary costs that can include time, energy, and psychic costs. 

 (Kotler, 2000; Bowman and Ambrosini, 2000)  

4 

Relative NPCV of the service offering  =  (NPCV of the service provider’s value network offering) –  
(NPCV of the competing value network’s service offering) 

 Relative net perceived customer value is the net perceived value created by a service provider’s 
offering in relation to the competing offerings. 

(Bowman and Ambrosini, 2000)  

C
us

to
m

er
 V

al
ue

 C
re

at
io

n 
Pr

oc
es

s 
C

on
ce

pt
ua

liz
at

io
ns

 5 

Service components ⊂ Resources and capabilities  (of the service provider and its value network)  

Service components are a subset of the resources and capabilities of the service provider and its value 
network that are manifested in the service.  

(Kothandaraman and Wilson, 2001; Moller and Svahn, 2006; Bowman and Ambrosini, 2000) 

6 

Service components (of service provider and its value network) ⇒ Service features ⇒ Service value 
attributes (of service customer) 

Service components create some emergent properties for the service, which are noticed by the 
customer. We refer to these emergent properties of the service as service features. Service features 
impact the perceived customer value through various value attributes. 

(Pynnonen et al., 2011) 

Se
rv

ic
e 

Pr
ov

id
er

 V
al

ue
 C

ap
tu

re
 C

on
ce

pt
ua

liz
at

io
ns

 7 

NPCV of the service offering ∝ Service providers benefits 

The customer’s relative perception of value determines the actions the customers undertake, which 
result in generating more or less benefits for the service provider.  

(Bowman and Ambrosini, 2000) 

8 

Net captured value (NCV) of the service provider = (Value captured by the service provider)  
– (Cost of the service components) 

The NCV is the value captured by the service provider minus the costs of the service components. 
(Bowman and Ambrosini, 2000) 

9 

(Non-)monetary benefits for the service provider ∝ Value captured by the service provider 

The (non)monetary benefits created by the customer for the service provider are proportional to the 
value captured by the service provider. 

(Nelson and Winter, 1982; Allee, 2008; Ulaga, 2003) 

10 

Costs of the service components = (Organizing costs i.e. internal costs of the service provider) +  
(Opportunity costs i.e. external costs of the suppliers in service provider value network) 

The costs of the service components equal the sum of the organizing costs of the service provider, and 
the external opportunity costs of the suppliers in the value network.  

(Masten et al., 1991; Blomqvist et al., 2002) 

Value Map - A Diagnostic Framework to Improve Value Creation and Capture in Service Systems

109



 

Value Ne
Service P
as a blac
by grey a
whole (
represen
represen

Figure 1: G

Network and Se
Provider Valu
ck-box or a w
and white colo
(black- box) 

ntations of the
nted as a black

Graphical repre

ervice Custom
ue Network ca
white-box den
ors. In Figure 

and compo
e systems an

k-box we mod

sentation of val

Figure 2

mer A and B. 
an be represe
noted respecti

2, [w], [c] de
osite (white-b
nd entities. W
el the Service,

lue creation and

2: Service system

The 
ented 
ively 
enote 
box) 

When 
e, the 

Ser
for 
eme
Ser
into
we 
peo

d capture conce

m model. 

rvice Features
the Service

ergent proper
rvice Provider
o the configu

will be able
ople who com

epts and their re

s, and the (N
Provider V

rties. The wh
r Value Netw
ration of the 

e to view the
mpose the val

elationships. 

Non)monetary
Value Networ

white-box view
work provide
value netwo

e organization
lue network 

 

 

y Benefits 
rk as its 
w of the 
es insight 
rk. Thus, 
ns or the 
and their

Third International Symposium on Business Modeling and Software Design

110



 
Figure 3: The value map.

contribution to the service in terms of the Service 
Components they provide. We can also see the Value 
Captured by each of the entities in the value 
network.  As illustrated in Figure 2, the Service 
Provider collaborates with Organizations A and B 
and the Developer to create the Service. This 
collaboration is captured in terms of the Service 
Components each of these entities provides. Finally, 
in the Service System Model we represent the 
Service Customers by modeling the Attributes that 
impact their perception of the service value and the 
Actions the customers take on the basis. 

A generic Value Map is illustrated in Figure 3. 
As marked in Figure 3, the Value Map embodies 
customer value, customer value creation and service 
provider value capture processes (i.e., the three 
categories of concepts presented in Section 2) in a 
service system. This is achieved by making the 
relationships between the actors (i.e., service 
provider, organizations in the value network, service 
customer, etc.) and the properties (service 
components, service features, value attributes, 
customer actions, etc.) presented in the Service 
System Model explict. In Table 3, we explain the 
relationships and their notation in the Value Map. 

To map the Service Provider and the other 
entities in the Service Provider Value Network to the 
Service Components we use the RACI (Responsible, 

Accountable, Consulted, Informed) Matrix. As 
illustrated in Figure 3,  the Service Provider is 
responsible for Service Component 1 and consults 
Organization A. This consultation may reduce the 
risk of incompatibility between the Service 
Components 1 and 2 or ensure the existence of a 
contingency plan in case an unanticipated scenario 
arises in the value creation process.  

Table 3: Relationships and mappings in the Value Map. 

Relationship Mapping Notation 
- Entities in the value network  
- Service Components RACI Matrix 

- Service Components  
- Service Features  

- Service Features 
-Value Attributes  

-Value Attributes 
- Net Perceived Customer Value 

+++ Strong 
Positive 

--- Strong Negative 
- Customer 
- Customer Actions  

- Customer Actions  
- (Non)monetary Benefits  

- (Non)monetary Benefits 
- Captured Value  

- Captured Value 
- Service Provider’s Net Captured Value  

 
The Service Provider also contributes to the 

service through Service Component 4. Here, the 
Service Provider makes sure that Organization B is 
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kept informed about the progress. The Service 
Component 4 provided by Organization B may be 
affected by Service Component 5 which is provided 
by the Service Provider. Note that these two service 
componets create the Service Feature 3. This sheds 
light on why Organization B needs to be kept up-to-
date. In principle, the Service Provider is 
accountable for correct and thorough provisioning of 
the service components for which other entities are 
responsible.  

As discussed in the previous section, Service 
Components create the Service Features that impact 
the net perceived customer value (NPCV) through 
the Value Attributes. Based on his or her perception 
of the value of the service offering, the customer 
takes Actions. These Actions generate the 
(Non)monetary Benefits for the Service Provider 
Value Network. These benefits are directly linked to 
the Value Captured by each of the entities in the 
value network. In Figure 3, the Service Provider and 
Organization A provide Service Components 1 and 2 
respectively. These two components will create the 
Service Feature 1 that negatively impacts the NPCV 
for Service Customer A and B through Value 
Attributes 1 and 4. As shown, the impact is stronger 
for the Service Customer B. Similarly, the Service 
Provider and Organization B provide Service 
Components 4 and 5 respectively, thereby creating 
Service Feature 3. This service feature has a strong 
positive impact on the Service Customer A’s 
perception of the service value as captured in Value 
Attribute 3. Service Customer A takes Customer 
Actions 1 and 2 that contribute to the (Non)monetary 
Benefits 1 and 2 thereby realizing and contributing 
to Captured Value 1 - 3 for the entities in the Service 
Provider Value Network. As shown, Captured Value 
1 has a strong and medium positive impact on the 
net captured value of the Service Provider and 
Developer respectively. Other sections of the Value 
Map can be interpreted the same way. 

4 MODELING VALUE 
CREATION AND CAPTURE IN 
WEBDOC 

In this section, we report on the application of the 
Value Map as a diagnostic tool to improve value 
creation and capture in the service system of 
Webdoc. First we present some information about 
Webdoc and the motivations underlying the project 
in which the Value Map was applied. Next, we 
discuss how customer value attributes were surfaced 

by means of the data capture and user intelligence 
tools. Then, we model the creation and capture of 
value in Webdoc using the Value Map. Finally, we 
present some strategy implications based on the 
findings from our modeling process. 

4.1 Webdoc 

Webdoc is an Internet startup founded in Lausanne 
in 2009. It currently has offices in Lausanne 
(headquarters: management, engineering, design, 
and product), London (business development), Lima 
(community engagement and support), and San 
Francisco (business development). Webdoc provides 
a social network platform on which users can 
express themselves in a richer, more interactive way 
than traditional social networks. Specifically, it 
provides a channel in which existing web content, be 
it video, audio, images, or text, can be combined 
with content created using the proprietary rich 
editor, in a way that requires no technical skills and 
is easy to share and distribute. These creations are 
referred to as “webdocs” and can be embedded on 
any third-party site, including other websites and 
social networks. Additionally, all webdocs created 
can be showcased in their relevant category of 
interest on the Webdoc destination site. The creators 
have the option to make their webdocs completely 
private (only users granted explicit permission can 
view) or public but unlisted (meaning the webdoc 
will not be featured on the Webdoc site). The service 
is free to all users with no advertising, currently 
available in 5 languages (English, French, Spanish, 
Portuguese, and Russian), and accessible through a 
variety of platforms including desktop web 
browsers, mobile device browsers, and native 
mobile applications.  

As the company and user base has grown 
tremendously in the past 12 months, there has been 
an increasing need for establishing a better 
understanding of and improving perceived customer 
value. The analysis, conception, and subsequent 
improvement of the value perceived by the 
customers feed into vital functions of the service and 
company, including product development, overall 
strategy, valorization of the company for current and 
future investment rounds, and optimization of the 
service. These needs are what triggered the work 
that has led to the culmination of this project. In the 
next sections we explain how the value attributes 
were surfaced and how Value Map improved value 
creation and capture in Webdoc’s service system. 
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4.2 Surfacing Customer Value 
Attributes 

One of the main challenges in modeling value 
creation and capture in service systems is surfacing 
the customer value attributes. This is considered as 
an important initial step to gain insights into the 
customers’ perceived benefits and costs of adopting 
the services offered by a service provider. In the 
context of the project conducted at Webdoc, this step 
was further sub-divided into two distinct but 
strongly interconnected fields: data capture and user 
intelligence.  

4.2.1 Data Capture 

Broadly speaking, information on customers’ 
perceptions of value and their relative importance 
can be gathered through direct interaction with 
customers or customer surveys. Revealed preference 
methodologies (Carson et al., 1996) are also used to 
understand customers’ needs and preferences based 
on their behavior. However, for Internet-based 
services, the channels through which the service 
provider can understand its users are very different 
than those of a traditional service. The 
overwhelming difference is the radically new 
interaction paradigm through which service 
providers and service adopters communicate. For 
traditional service providers, a wealth of customer 
data, such as customer demography, is gathered 
without any explicit effort, simply by the customer’s 
physical presence. On the other hand, for an Internet 
firm like Webdoc, sophisticated measures need to be 
put in place to understand even the most 
fundamental characteristics of its users, such as 
location, language, gender, and age. Without the 
application of data capture tools it would almost be 
impossible to answer basic questions such as “Who 
are the service customers?” “How frequently do they 
use the service?” “How do service customers access 
the service?” “How much do they use the service 
for?” To answer such questions, a number of service 
providers offer web analytics packages. These are 
third party, off-the-shelf solutions that can be 
customized to varying degrees, and are provided for 
a cost ranging from free to tens of thousands of 
dollars a month. There also exists the possibility for 
every Internet company to custom-build its own web 
analytics and data capture solution. In the context of 
this project, the latter was the first solution 
considered, but was quickly discarded due to its 
infeasibility.  

4.2.2 User Intelligence 

Data capture contributes to the decision processes in 
Internet-based services by providing macro-level 
information. User intelligence tools, however, 
provide a much more nuanced perspective at the 
micro level, which sacrifices on breadth of data for 
depth. The fundamental motivation of the 
application of user intelligence was the need for 
product development insight. While numeric metrics 
such as overall visitors, logged in users, views of a 
particular page, and so on are certainly invaluable, 
they are more useful in measuring the effectiveness 
(or ineffectiveness) of a feature post-change than 
they are in suggesting what changes might be 
needed in the first place. Thus, user intelligence 
provides data that is more prescriptive. This data is 
complementary to the descriptive data derived from 
the data capture tools.  

User intelligence applications offer various 
analytical and intelligence tools such as heat maps 
and user recordings. Heat maps are screenshots of 
the website showing the spatial distribution of clicks 
over the screen space that offer important product 
insight, as they show what links and content garner 
the highest level of attention from the audience. User 
recordings are an attempt to recreate individual user 
sessions by aggregating mouse movement, keyboard 
activity, scrolling and navigation, and clicks into a 
video. 

Some advanced user intelligence applications 
provide the possibility of creating a test environment 
in which a random sample of participants execute 
tasks that are predefined based on the demographic 
and technical requirements. Upon completion of the 
tasks, a questionnaire is automatically generated, 
which is filled out by the participant. The key aspect 
is that while performing the tasks, the entire user 
screen is recorded, along with an audio stream for 
the live commentary of the participants. The 
application of data capture and user intelligence 
tools provided invaluable assistance in surfacing the 
customer value attributes. 

4.3 Modeling Value Creation and 
Capture in Webdoc 

In this section, we apply the Value Map to represent 
value creation and capture in Webdoc’s service 
system. To this end, first we shed some light on how 
Webdoc can capture value as a service provider. 
Next, we analyse the value for Webdoc’s customers. 
Finally, we show how the Value Map resulted in 
improving value creation and capture in Webdoc. 
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complete the process. To save the visitor’s time, the 
application programming interfaces (APIs) from 
social networking websites, Facebook and Twitter 
were integrated in the home page of Webdoc as 
shown in Figure 6. This way, the first-time visitors 
could sign up with one click without filling out the 
sign up form. The return visitors could also use their 
Facebook or Twitter credentials to connect to 
Webdoc. 

 
Figure 6: Reducing clicks to sign up. 

As illustrated in the Value Map in Figure 5, 
Twitter and Facebook provide Webdoc with the 
APIs as the service components. These APIs along 
with the New code modules provided by the 
Developer result in the service features 1-click sign 
up and Password-less login. These two new features 
create the following two value attributes for Robert 
who is a first-time visitor: It’s easy to sign up for 
Webdoc and I can access my account quickly. These 
features along with the rest of the benefits of 
Webdoc convince Robert to create a new account 
(i.e., customer action) thereby increasing number of 
Webdoc customers increases. The rise in the number 
of customers contributes to Increase in Webdoc 
valuation, Ad-based monetization potential and 
Securing VC funding. As stated in Section 4.3.1, 
these are the main ways Webdoc can capture value. 
We can also see that Ad-based monetization 
potential is not as important as the other two value 
attributes. The number of Webdoc customers also 
gives Twitter and Facebook Cross-platform 
visibility, which can contribute to their web 
presence. 

The two new service features improved the 
NPCV by reducing the time and energy costs 
associated with filling out the sign up form as well 
as the psychic costs of the remembering passwords. 
Introduction of these features increased the number 
of new accounts created on Webdoc. Moreover, 
nearly two months after their implementation, over 
80% of the users were logging in to Webdoc using 
their Twitter and Facebook accounts.  

4.3.3.2 Welcome Workflow 

To facilitate discovering content and content 
creators, a welcome workflow was designed, see 

Figure 7. 
As shown in the Value Map, the welcome 

workflow, captured in the New code modules service 
component, resulted in the creation of two new 
service features: Browse by interest and Suggested 
people. 

 

 

 
Figure 7: Welcome workflow. 

Caroline is a content consumer. The two features 
help her in finding like-minded people and 
discovering content on Webdoc. Michael, a customer 
who creates content on Webdoc, benefits from these 
two features as his content is discovered by people 
on Webdoc and many people read and react to the 
content he creates. These value attributes form a 
self-reinforcing positive feedback loop. Michael 
creates content, which is discovered by Caroline. 
Caroline consumes Michael’s content and reacts to it 
by commenting or liking or reposting his content. 
This motivates Michael to create or curate even 
more content. This virtuous cycle increases time 
spent on Webdoc per customer and activity volume 
per customer. These two non-monetary benefits 
contribute to Webdoc’s value capture the same way 
as the number of Webdoc customers. When 
Webdoc’s valuation increases some value is also 
captured by the developer who receives stock-based 
compensation. Finally, operating on the basis of a 
pay-per use pricing mechanism, Amazon.com also 
captures some value when the number of the 
customers and the activity per customer increase.  

The new features created by the welcome 
workflow reduce the energy and time costs pertinent 
to discovering people and content. The introduction 
of these two features contributed to the 250% 
increase in the log in rate of the Super Users, those 
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customers of Webdoc who visit the website at least 
three times a week. 

4.4 Strategy Implications for Webdoc 

Over the past few months, Webdoc has improved the 
value its customers perceive from the services it 
offers, by reducing the non-monetary costs 
associated with its services. These improvements 
have resulted in an increase in the number of 
customers, the activity and the time spent by each 
customers. However, similar to any growth pattern 
there are limits to this growth.  

We suggest that Webdoc should also become a 
platform to promote the work of the artists who are 
not famous. A young Sci-Fi writer, an unknown 
musician or a semi-professional painter can be the 
potential new actors in Webdoc’s service system. 
These people should not be merely seen as 
customers. In fact, they should be taken into account 
as parts of the Webdoc’s value network. Expanding 
the value network results in the creation of a bigger 
pie for all the organizations and people involved and 
results in creating more value for customers.  

5 RELATED WORK 

The Value Map is an extension to the SAR (Supplier 
Adopter Relationship) Diagram in (Golnam et. al, 
2010; 2011; Wegmann et al., 2007). The Service 
System Model is based on the System Diagram 
(Rychkova et al., 2007). The SAR and the System 
Diagram are parts of the Systemic Enterprise 
Architecture Methodology (SEAM) (Wegmann, 
2003).  

SEAM was designed from the ground up with 
general systems principles and serves to analyze and 
to assist in the design of business and engineering 
strategies. Developed at Ecole Polytechnique 
Fédérale de Lausanne (EPFL), SEAM has been used 
for teaching (Wegmann et al., 2007) and consulting 
(Wegmann et al., 2005). 

In developing the Value Map, we are also 
inspired by the House of Quality (Clausing and 
Hauser, 1988), a quality improvement method, 
derived from Quality Function Deployment (QFD). 
We integrate the Strategy Canvas (Kim and 
Mauborgne, 2005) as a part of the Value Map. 
Strategy Canvas is a diagnostic framework for 
strategy development. It enables an organization to 
visualize the competitive factors and the current 
state of play of those factors within a market place 
and to compare the organization’s offering with 

those of the industry in general.  
Business Model Canvas (Osterwalder and 

Pigneur, 2010) is a strategic management tool, that 
assists in the development of new, and improvement 
of existing business models. It is widely recognized 
as one of the most established methods for business 
model design and innovation. The canvas represents 
value creation and capture in business models by 
nine building blocks: key partners, key activities, 
key resources, value propositions, customer 
relationships, channels, and customer segments. 
Business Model Canvas is one of the most 
established methods in the academia and industry for 
business model design, development and 
improvement. 

To evaluate the usefulness of the Value Map we 
conducted an empirical study in which we also 
compared the Value Map with Business Model 
Canvas. The study was conducted in form of three 
workshops with 14 senior managers and executives 
from a range of industries in Iran. In the first 
workshop we presented the theoretical and 
conceptual discussions underlying problem 
structuring and business modeling. Next, we 
familiarized the participants with Business Model 
Canvas and presented an example illustrating its 
application in business modeling. In the second 
workshop, we introduced the Value Map. At the end 
of the second workshop, the participants filled out a 
survey questionnaire. The questions were divided 
into three categories: the importance of value 
creation and capture in business models, the 
potential merits of modeling value creation and 
capture with the Value Map and comparison of the 
Value Map with the Business Model Canvas. 

The results reflected that the participants 
believed that Value Map helps business practitioners 
understand and analyze customer value, customer 
value creation, and the value capture processes. 
Based on the results, this is achieved by creating a 
common language that enables the representation 
and the discussion of the as-is and to-be situation of 
value creation and capture in an organization’s 
business model. The results in general suggest that 
Value Map is a useful visualization tool that 
contributes to managerial decision-making processes 
of business practitioners in the choice situations that 
entail value creation and capture in an organization’s 
business model. We learned that the Value Map 
complements and augments the Business Model 
Canvas by aiding the business practitioners in 
representing the necessary building blocks of 
business model of an organization and their inter-
relations and interconnectedness.  
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A week after the second workshop, we held the 
third workshop with the participants to debrief them 
on the application, the potential merits and the 
improvement opportunities with respect to the Value 
Map. Based on the discussions, we drew the 
conclusion that the Strategy Canvas can be used as 
an input to the Value Map in designing the value 
creation and capture processes in a business model. 
These discussions also revealed a number of 
improvement opportunities, such as quantification of 
the qualitative concepts, improving the graphical 
representation of the Value Map.  

Some of the improvement opportunities 
mentioned by the participants are already taken into 
account in the instantiation of the Value Map in the 
www.tradeyourmind.com online platform. For 
instance, the inclusion of the quantitative models 
that can generate numerical analyses of various 
value creation and capture strategies is part of the 
platform. The step-by-step model generation wizard 
embedded in the www.tradeyourmind.com platform 
also facilitates the development and the presentation 
of the Value Map. We will try to address the 
remaining points in our future work. 

6 CONCLUSIONS 

In this paper, we introduced the Value Map as a 
problem structuring method (PSM) that aids in 
conceptualization and representation of value 
creation and capture in service systems. The Value 
Map is grounded in the theoretical insights from 
economics, management science and (services) 
marketing literature, drawing principally upon work 
from the past two decades on value creation and 
capture, including theories, frameworks, constructs, 
and other models. We illustrated the usability and 
applicability of our framework by modeling value 
creation and capture in Webdoc’s service system. 
We also briefly presented the results of a survey 
conducted to assess the usefulness of Value Map and 
compare it with Business Model Canvas. 

This research suffers from a number of 
limitations. We used data synthesized in a single 
case study to illustrate the applicability of the Value 
Map. Despite the fact that the data for the case study 
was gathered from a project we conducted in a 
company, we believe we need to apply the Value 
Map in several other contexts to be able to fully 
assess the practical relevance of its representations. 
Thus, in our future work we will focus on applying 
the Value Map in a number prospective business 
cases. This will definitely result in a better 

evaluation of the applicability of the Value Map.  
The second limitation of this research concerns 

the empirical study we conducted to evaluate the 
usefulness of the Value Map. The fact that all the 
participants in the survey were from Iran and the 
relatively small sample size limit the generalizability 
of the findings of our research. To tackle this 
limitation, the same study should be conducted 
among executives and managers from different 
countries.  

Lastly, the articles based on which the 
conceptualizations underlying the Value Map were 
developed are not exhaustive. Despite the fact that 
we synthesized over 30 well-cited articles on value 
creation and capture that were to the best of our 
knowledge seminal to the field, some relevant work 
still may not have been included in the review of the 
literature.  Inclusion of such articles can bring in 
new modeling constructs or fine-tune and improve 
the existing constructs in the Value Map. Refining 
our conceptualizations based on the existing work 
that has not been included in the study will also be a 
part of our future work. 
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Abstract: In this paper, we propose and develop a new choreography language XChor which can be used to support 
variability in choreography specifications and integrate these with variability of orchestration specifications. 
We describe the metamodel of XChor and illustrate the adoption of the language by specifying user 
verification choreography in the adaptable security system. Orchestration and choreography models are 
mechanisms to realize service composition and coordination while some of them support variation to deal 
with reuse challenge. Several approaches have been introduced to support variability in orchestration and 
choreography languages. Unfortunately, variability is not explicitly addressed in current choreography 
languages. As such, it is hard to provide a consistent configuration of service composition within and across 
business organizations.  

1 INTRODUCTION 

Several organizations develop, share and reuse 
business processes by establishing collaboration 
with other organizations in order to fulfill different 
stakeholder needs. Being agile is an important 
challenge in business process integration context 
which requires a dynamic environment. Service-
oriented architecture (SOA) is a promising approach 
to realize such environments by designing and 
developing distributed systems (Erl, 2005). SOA 
aims to facilitate reuse of services and incorporates 
service consumers and service providers. A service 
is self-contained, and can be independently deployed 
in a distributed component.  

Building enterprise solutions to realize business 
processes typically requires the composition of 
multiple existing enterprise services. Composite 
services can be further recursively composed with 
other services to derive higher level solutions. Two 
different types of service compositions are defined: 
1: service choreography where the interaction 
protocol between several partner services is defined 
from a global perspective. 2: service orchestration, 
where the interaction logic is specified from the 
local point of view of one single participant, called 
the orchestrator.  

Reuse in SOA can be achieved by managing 
variability in different granularity levels, namely 
choreography, orchestration and atomic services. 
Assuming that all granularity levels can be treated as 
services, variability can come from (i) their 
interfaces (functions and parameters), (ii) connectors 
(the way they interact) and (iii) composition (the 
way they are gathered in order to achieve a goal). 
Interface variability requires a configuration 
mechanism specifying when and how to change its 
functions and parameters. Connector variability 
needs a relation mechanism to indicate when and 
which connector is used between two services. 
Composition variability necessiates a tailoring 
mechanism to define in which order and how 
services are interacting with each other. Services 
offer different functionalities regarding their 
variability bindings. Therefore, it is the 
composition’s responsibility to provide a consistent  
variability binding between interacting services. 
This requires a mechanism to establish variability 
associations which determines when and how 
interacting services bind to specific variants. In other 
words, composition is responsible for handling 
consistent variability binding of interacting services 
and providing a configuration infrastructure. 

Addressing and fulfilling all these variability 
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needs to provide seamless integration of services. To 
cope with such challenges several approaches have 
been introduced. However, explicit introduction of 
variability integrated with choreography languages 
is not addressed. Specification of consistent 
variability binding and configuration of interacting 
services are not considered in the choreography 
language level. Moreover, there is a lack of support 
to reuse existing choreographies.   

In this article, we first analyse and discuss 
existing orchestration and choreography languages 
with respect to variability management. We identify 
the problems and the requirements for variability in 
choreography languages. To support interface and 
composition variability in choreography 
specifications we developed a new domain specific 
language called XChor. 

The remainder of the paper is organized as 
follows. Section 2 firstly describes variability 
management in existing choreography and 
orchestration languages. Then the requirements for 
managing variability in choreography languages are 
defined and problems in existing languages are 
stated. Section 3 introduces the metamodel 
developed by authors for supporting variability in 
choreography specifications and integrating these 
with variability of orchestration specifications. 
Section 4 describes the XChor language and 
demonstrates its usage through an example. Finally 
section 5 provides the conclusions.  

2 VARIABILITY MANAGEMENT 
IN EXISTING 
ORCHESTRATION AND 
CHOREOGRAPHY 
LANGUAGES 

Obviously for small systems we could handle 
orchestration specifications using traditional 
approaches such as interaction diagrams. Variable 
parts and their relations can be modeled and 
implemented by data and through ‘if’ control 
structures. However, for integration of large scale 
systems soon the traditional approaches are less 
expressive and not tractable. Therefore, to cope with 
variability in choreography, orchestration, and 
atomic services various language approaches have 
been introduced. We have listed the popular 
approaches in Table 1. We evaluate these 
approaches with respect to the following criterias: 
 Composition Approach: Defines whether the 

language supports choreography and/or 
orchestration. Orch is the abbreviation of 
orchestration and Chor is that of choreography. 

 Variability Support: Defines whether the 
language supports variability. ‘Yes’ indicates 
that the language provides explicit language 
mechanisms for variability. ‘Implicit’ indicates 
that although the language does not provide 
explicit mechanisms, variability is supported 
implicitly. ‘No’ means that there is no variability 
support.  

 Tool Support: Availability of tools.  
 Modelling Approach: Defines the adopted 

modelling approach which can be either based on 
interaction or interconnection. Modeling based 
on interaction represents definition of one 
building block (document or specification) for 
the whole system, whereas interconnection 
suggests modeling control flow logic per 
participant. Intera is the abbreviation of 
interaction and Interc is that of interconnection. 
 

BPEL (OASIS 2007), VxBPEL (Koning et al., 
2009), Jolie (Montesi et al., 2007) and Jorba (Lanese 
et al., 2010) purely target orchestration as the 
composition approach and interconnection as the 
modelling approach. Among them VxBPEL has an 
explicit variability model. On the other hand, Jorba, 
a rule-based approach to dynamic adaptation 
implemented on top of the Jolie language, provides a 
mechanism without explicit specification of 
variability.  

WSMO (Fensel et al., 2007), BPMN (OMG 
2011) and Reo (Arbab, 2004) target orchestration 
and choreography specification. While WSMO 
provides an interconnection model, Reo and BPMN 
include interaction and interconnection models. 
Among them, Reo offers variability support by 
hyper-graph transformation. 

BPEL abstract processes, WS-CDL (W3C, 
2005), Let’s Dance (Zaha et al., 2006), MAP 
(Barker et al., 2009), BPEL4Chor (Decker et al., 
2007), and an extension of it – BPELgold (Kopp et 
al., 2010) all target choreography for service 
composition. An interaction modelling approach is 
followed by WS-CDL, Let’s Dance and MAP, 
whereas interaction model is applied in BPEL 
abstract processes, BPEL4Chor and BPELgold. 
Moreover, MAP supports an interaction model by 
separating choreography definition to peers related 
with services. 

According to Table 1, the languages supporting 
variability are VxBPEL, Jorba and Reo. VxBPEL 
language seems to be the only language which 
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provides explicit support for variability mechanisms 
based on ConIPF Variability Modeling. Framework 
(COVAMOF) (Sinnema, Deelstra, Nijhuis, Bosch, 
2004.). The approach extends BPEL with variability 
constructs, such as <<VariationPoint>> and 
<<Variant>>. However, the language does not 
support variability of choreography. In parallel, 
there is no mechanism to inspect the global view of 
variability when more than one VxBPEL 
orchestration interacts.  

Table 1: Comparison of existing orchestration and 
choreography languages. 
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BPEL 2.0 Orch No Yes Interc 
VxBPEL Orch Yes No Interc 

Jolie Orch No Yes Interc 
Jorba Orch Implicit Yes Interc 

Reo Orch 
Chor Implicit Yes Interc 

Intera 

WSMO Orch 
Chor No Yes Interc 

BPMN 2.0 Orch 
Chor No Yes Interc 

Intera 
WS-CDL Chor No No Intera 

Let’s Dance Chor No No Intera 
BPEL4Chor 

BPELgold Chor No Yes Intera 

MAP Chor No Yes Interc 
Intera 

 
On top of the Jolie orchestration language, Jorba 

defines adaptation interfaces specifying function 
replacements whenever a change in service interface 
and parameter is needed. However, the relationship 
between rules and the coverage of variability is 
implicit and the management of rules as a separate 
variability model is usually difficult to manage. 
There is no mechanism to explicitly specify 
variation points and variants as in VxBPEL tags.    

Reo, a comprehensive approach to service 
composition proposes a hyper-graph transformation 
approach to manage change. Services as nodes are 
connected via edges. In other words, variability is 
provided by reconfiguration of services which is 
seen as an internal part of the system. Therefore, 
there is no explicit variability model defined to 
intervene and change the composition, accordingly 
no explicit specification of relations between 
variability of services taking part in the composition. 

2.1 Problem Statement 

The analysis of the existing choreography languages 
shows that variability in both orchestration and 
choreography is not supported in any of the 
languages. Besides, interface and composition 
variability support is not explicitly addressed with a 
single variability model covering choreography, 
orchestration and atomic services. Concretely we 
can identify the following problems:  
 Lack of explicit expressiveness of variability in 

choreography specifications 
There is no language that explicitly represents 
variability in choreography in order to integrate 
orchestration specifications. Moreover, variability 
modelling in choreography, orchestration and atomic 
services as a whole is not explicitly covered in one 
single model. This impedes the consistent 
configuration of choreography and orchestration 
specifications with regard to variability.  

The lack of explicit abstractions for variability 
easily leads to the scattering of variability concerns 
over service compositions. Likewise, enabling or 
disabling a variability results in reorganization of the 
composition. This complicates the understanding of 
variable parts, relations amongst them and the 
overall goal for business process engineers and 
developers. Tracing these scaterred variations can be 
achieved to a certain degree, but in large scale 
systems traceability  and understandability decrease 
gradually. As a result, this scattering reduces the 
maintenance of the system.  
 Lack of explicit specification of variability 

associations between interacting services 
Choreography interrelates a set of orchestrations, 
atomic services and establishes connection with 
other choreographies. Interacting services’ 
variability constraints and shapes possible 
choreography abilities and composition. Likewise, 
variability of choreography dictates proper service 
variability bindings and specified configurations 
resulting service interfaces with different 
functionality and parameters. In order to reveal these 
dependencies and relations between choreography 
and services, an explicit association and mapping 
should be defined. In other words, configuring 
choreography requires configuring other services in 
order to consistently collaborate with each other. 
Therefore, configuration and binding of service 
variability requires an integrated model comprising 
choreography, orchestration specifications, and 
atomic services with variability. There is no 
language supporting such integrated configuration 
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model dealt with variability of all granularity levels. 
 Lack of support for reusing existing 

choreographies 
The importance of reusing existing choreographies 
is addressed in some approaches, but reusing as a 
part of the other choreography is not emphasized 
sufficiently. There are ways to handle choreography-
to-choreography relationships such as collaborating 
via exposed choreography interfaces. In case of 
variability, it is more difficult to utilize 
choreography specifications with proper bindings. 
Therefore, the way to bind to other choreographies 
should be specified. 

Although several choreography languages 
address some of the above stated concerns, no single 
orchestration or choreography language covers all of 
them. Moreover, there is no specified mechanism to 
associate and map orchestration and choreography 
variability for consistent integration. Even if 
variabilities for choreography, orchestration and 
atomic services are explicitly specified, seamless 
and consistent mapping cannot be achieved due to 
different concepts and capabilities of different 
variability models. In that, one variability model can 
constrain the other one. For instance, COVAMOF 
model used in VxBPEL orchestration specification 
does not have external variation definition and can 
not be completely mapped with a model providing 
external variation. Therefore, the modeling of 
variability in choreography consistent with 
orchestration and atomic services cannot be 
achieved easily. To support the systematic 
management of variability and the consistent 
composition of choreography specifications, a 
choreography model that incorporates variability 
concepts is needed. 

3 A METAMODEL FOR 
VARIABILITY MANAGEMENT 
IN CHOREOGRAPHY 

To enable integration of orchestrations, atomic 
services in the scope of choreography, we propose a 
metamodel in which atomic services and 
orchestrations are evaluated under service concept. 
The main difference in specification between 
orchestrated and atomic service comes from 
revealing external behavior to service environment. 
That is, orchestrated service can define external 
interaction with other services if required. Moreover, 
there is no constraint that an atomic service can not 
specify its interaction. Therefore, atomic services 

and orchestrations are treated as services in our 
metamodel.  

The metamodel basically enables to define 
choreographies and services, to specify variability of 
each one and to integrate these variabilities in order 
to provide a consistent collaboration. Figure 1 
depicts the overview of service and choreography 
relations based on our metamodel so as to support 
interface and composition variability. Two main 
blocks are depicted; choreography and service.  
 

 
Figure 1: Overview of choreography and service relations 
based on our metamodel. 

Both choreography and service, interfaces 
without variation are defined fulfilling all possible 
functional requirements. Choreography interface is 
only configured with regard to its own variability 
specification, whereas service interface is configured 
via both its own variability specification and 
variability specification of choreography that takes 
part in. Configuration of service is achieved by 
activating/deactivating functions and 
setting/unsetting parameters. With this mechanism, 
different choreographies utilize different interfaces 
of the same service which brings service reusability.  

Choreography variation leads to proper bindings 
of variations of other choreography and services via 
mapping so as to provide interacting interface 
consistency. Choreography and external behavior 
specification of services include inline references of 
their own variability to point out the changeable 
parts.In this way,  choreographies and services 
include a set of possible required behavior in order 
to fulfill different composition needs, which enables 
reuse of choreography and services. 

3.1 Variability Specification 

The rightmost part of the metamodel in Figure 2 
presents the variability specification constructs. This 
part has been defined based on existing variability 
metamodels in the literature. A comparative 
literature study has been conducted in (Lianping et 
al., 2009). Based on this part of the metamodel, 
choreography and services can define their internal
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Figure 2: The metamodel for variability management in choreography. 

and external variation points, related variants and 
constraints among them. A special type of variation 
point, configuration variation point eases 
management and understanding of variability 
mechanism by holding details of internal variation 
point bindings. 

For different variation point relationships, 
contraints provide a mechanism to establish a 
convenient binding and selection by defining 
numerical and logical constraints. 

3.2 Choreography Specification 

The leftmost part of the metamodel represents the 
elements to define a choreography composition and 
interfaces of choreography and services. 
Choreography comprises a set of services and 
choreographies, identifying composability via 
service interactions. Service interactions specify the 
way how the services collaborate which is realized 
by atomic and composite interactions.  

Choreography and service interfaces expose a set 
of functions without variability specifications. Other 
than services, a choreography interface states 
required functions from other services and 
choreographies. 

3.3 Choreography to Variability 
Mapping 

The middle part of the metamodel represents the 
concepts to define the mapping between 

choreography and variability constructs. Mainly 
these constructs are responsible for configuration of 
interfaces, establishment of variability associations  
and representing variability references in 
composition.  

Variability configuration model for service and 
choreography includes a set of variation points, 
constraints among them and service interactions (for 
services only). Variability Association facilitates 
choreography to identify proper bindings of utilized 
service and choreography variability.  

Methods And Parameter Activation for 
Configuration provides a configuration mechanism 
to define method activation/deactivation and 
parameter setting/unsetting of referred service 
interface.Variability attachment specifies conditions 
of variation point and variant selections used in 
choreography composition. Tagging with variability 
attachment specifications, the parts of the 
composition gains dynamicity that changes the 
behavior of choreography. When conditions are 
satisfied, the part is added to the final composition.  

4 XChor LANGUAGE 

The authors have developed a new domain specific 
language, XChor, based on the metamodel that we 
have described in the previous section. XChor 
(XChor, 2012) has been implemented using Xtext 
(Xtext, 2012) in the Eclipse development 
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environment.  
XChor Language facilitates to create three 

different models. Configuration interface models 
cover variability specifications stated in (Nguyen et 
al., 2011). Choreography model can specify twelve 
service interaction patterns described in (Barros et 
al., 2005). 

The basic elements of XChor is shown under 
three model to cope with variability in 
choreography. Models are exemplified based on a 
part of a real life case study, verification of a user in 
adaptable security system. 

Adaptable Security System is an authentication 
system residing between customers and third party 
applications or institutions that supports different 
authentication types of data, including software and 
hardware (biometric device) parts. The system has 
the ability to be integrated and applied to a military 
installation or to a banking system, which requires 
fulfilling different stakeholder needs. Applicability 
to different stakeholder systems requires different 
functionality support and behaviour. User 
verification can be done offline or online by a third 
party authority such as web services or certain 
devices like: PDA, PC, ATM, or mobile phone. The 
third party authority gets different types of data as 
required user credentials: (1) username and 
password, (2) username and password with instant 
mobile text, (3) e-sign, (4) biometric data; 
fingerprint, finger vein, and/or iris. Then, according 
to the online and offline verification result, the 
system will allow or ban users entering the 
integrated application.  

Device support is important as different devices 
have different capabilities. ATM, PDA and mobile 
phone can be used with (1), (2) and (3). PC supports 
(1), (2), (3) and (4). Therefore, the system should 
change verification processing functions according 
to used devices and parameters to be verified.  

While modeling this system, user verification is 
treated as a choreography utilizing other 
choreographies and services. In the following 
sections, (i) configuration interfaces for defining and 
managing variability of choreographies and services, 
(ii) interfaces of user verification choreography and 
interrelated services, and (iii) user verification 
choreography  are depicted. 

4.1 Configuration Interface 

Configuration interface model covers service and 
choreography variability specifications internally 
and externally to depict possible abilities, to 
configure others and to be configured by others. To 

depict possible abilities; Choreography can specify 
internal, external and configuration variation points, 
whereas services can only depict external variation 
points. The external ones are used to be configured 
by choreographies and services. Capabilities to 
configure its own interface or other services’ 
intefaces as activating/deactivating and 
setting/unsetting parameters are also specified in this 
model.  Numerical or logical constraints among 
variability  specifications are depicted.  

Different user authentication types such as 
biometric authentication, supported authentication 
modes (online and/or offline), transaction types (real 
or fake transaction) are the system’s behaviours need 
to be configured differently. Therefore, each is 
treated as variability in configuration interface of 
user verification choreography.  

To enable authentication variability, both types 
of authentication and parameters used in encryption 
function are changed with regard to the usage of 
biometrics or not. For this purpose a configuration 
variation point named as “authentication_type” as 
external and two internal variation points 
“i_auth_type” and “i_encryption_parameters” are 
defined. Binding of  “authentication_type” 
configures consistent bindings of “i_auth_type” and 
“i_encryption_parameters”. 

“i_auth_type” is specified with “internalVP” 
keyword (line 5). “username_passw” is a mandatory 
variant, whereas “onetimepassw” (line 9) and 
“esign” (line 10) are optional in other words can be 
selectable. At least one and at most two variants can 
be selected among the following alternatives: 
"fingerprint” (line 12), “fingervein” (line 13), “iris” 
(line 14), and “face” (line 15). The binding time of 
this variation point is runtime (line 17). 
“authentication_type” is specified as external (line 
26). The variation point has two optional variants 
specified (lines 29-30); “userinfo” and “biometrics”. 
“userinfo” variant is realized (line 33) by selection 
of “defaultparams” variant of 
“i_encryption_parameters” variation point. 

For “biometrics”, the realization requires two 
selections at the same time: (i) minimum one variant 
among “fingerprint fingervein iris face” set should 
be selected from “i_auth_type” variation point (line 
35) and “setparams” variant of 
“i_encryption_parameters” variation point (line 36). 
Default variant of the “authentication_type” 
configuration variation point is “userinfo” (line 37). 
Configuration type is parameterization and it is 
bound at development time represented as “devtime” 
(line 39). 
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1 Configuration interface vconf_verification of choreography userverification 
2   
3  //determines number of different biometric authentication types 
4  @composition 
5  internalVP i_auth_type: 
6    mandatory  
7      variant username_passw 
8    optional  
9      variant onetimepassw   
10      variant esign 
11    alternative  
12      variant fingerprint  
13      variant fingervein  
14      variant iris  
15      variant face 
16      (min:1,max:2) 
17    bindingTime runtime 
18  //determines authentication mode 
19  @composition 
20  internalVP i_auth_mode: 
21    optional  
22      variant mode_online:activateMethods(service:thirdparty,funct:getconnection,savehasheddata,verify) 
23      variant mode_offline:activateMethods(service:storage,funct:get_hashed_data) 
24    bindingTime devtime 
25   
26  configuration authentication_type: 
27    varType externalVP 
28    optional  
29      variant userinfo  
30      variant biometrics 
31    realization "it is realized by i_encryption_parameters and i_auth_type variability points" 
32    confvariant userinfo mapping  
33      VPName i_encryption_parameters selectedVariants(defaultparams)  
34    confvariant biometrics mapping  
35      VPName i_auth_type selectedVariants(fingerprint fingervein iris face; min:1, max:1)  
36      VPName i_encryption_parameters selectedVariants(setparams)  
37    defaultVariant userinfo 
38    type parameterization  
39    bindingTime devtime 

Figure 3: Configuration interface of user verification choreography. 

  1 Constraints   
  2     i_auth_type requires i_auth_mode selectedVariants(mode_online) 
  3     i_auth_mode mode_online const protocol = "https" 
  4     i_auth_type esign const i_encryption_parameters defaultparams = "username,password and esign" 
  5       
  6  Parameter Settings 
  7      parameter noofbiometricauthtypeselected = #ofSelectedVariants{fingerprint fingervein iris face} Of i_auth_type  
  8      parameter defaultparams = [username_passw] + [selected{onetimepassw,esign}] 

Figure 4: Constraint and parameter setting specification in configuration interface of user verification choreography. 

Any variant can activate required functions in 
service and choreography interfaces. 
“i_auth_mode”, internal variation point (line 20) is 
responsible for activation of different functions of 
storage and thirdparty services when its related 
variants are selected. For instance, “mode_online” 
varaint activates “getconnection, savehasheddata, 
verify” functions of thirdparty service when selected 
(line 22). 

Constraints includes a logical constraint (line 2), 
stated that “i_auth_type” variation point   requires 
“mode_online” variant of  “i_auth_mode” variation 
point to be selected. In lines 3-4 numerical 
constraints are depicted in which “mode_online” 
variant of “i_auth_mode” variation point  contraints 
the “protocol” property to be set to “https”. 

Moreover, any variability in choreography 
configuration interface that affects context elements 
in choreography can be defined in Parameter 
Settings part. Their values are set when the 

choreography is configured. For instance, 
“noofbiometricauthtypeselected” in Figure 5 (line 
31) identifies the number of times for extracting 
features from biometric data. Its value is assigned 
(line 7) when variants of “i_auth_type” is selected. 

4.2 Choreography  

Choreography model includes composition 
constructs with variability attachments, context 
elements and variability associations between 
interacting services and choreographies. User 
verification choreography composes nine different 
services and interacts with three other 
choreographies. Importing collaborating 
choreographies and services with or without their 
own configuration interfaces provides an 
opportunity to utilize them with different 
configuration interfaces, that is with different service 
interfaces. 
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1 choreography userverification 
2   
3    import configuration vconf_verification 
4   
5    use choreography chor_warning 
6    use choreography chor_warning 
7    use choreography chor_connection 
8      
9    import service encryption with configuration vconf_encryption   
10   import service imageretrieval 
11   import service credentials 
12   import service storage 
13   import service attemptcalc 
14   import service comparison with configuration vconf_comparison 
15   import service responsewindow   
16   import service interfaceprep with configuration vm_interfaceprep 
17   import service thirdparty with configuration vm_thirdparty 
18    
19   Context Elements 
20  wrongattempts 0 
21  fakeinterface false 
22  noofbiometricauthtypeselected 0 
23       
24   Choreography Variability Mapping 
25  VP i_encryption_parameters maps service encryption VP encryption_params 
26    Variant defaultparams maps Variant withdefaultparams 
27    Variant setparams maps Variant withparams  
28      ... 
29   Function verify:     
30       sequence ( 
31     #vp i_auth_type ifOneSelected( fingerprint fingervein iris)# repeat noofbiometricauthtypeselected times  
32     ( 
33    imageretrieval receive message extractfeatures(biometric_data) refers imageretrieval.extract_features 
34     ) 
35   
36     ... 
37        #vp i_auth_mode ifSelected(mode_offline)# sequence ( 
38    encryption send{storage} referedDestinations (comparison) message sendstoreddata() refers storage.get_hashed_data   
39    #vp i_transaction_type ifSelected(faketransaction)# storage send{comparison} message compare(hasheddata) refers  
                                                                                                                 comparison.compare 
40     ) 
41     comparison send{attemptcalc} message calculateworngattemps(result) refers attemptcalc.calculate_wrong_attempts 
42     %comp wrongattempts = attemptcalc.calculate_wrong_attempts% 
43      ... 
44  ) 

 

Figure 5: User verification choreography specification with XChor. 

 
1 Service interface encryption 
2  
3 function encrypt 
4   precondition(sessioncreated == true) 
5   postcondition(data_encrypted == true) 
6   input(credentials) 
7   output hasheddata  
8 
9 function setparams 
10    precondition(params_required  == 

true) 
11    postcondition(set_params == true) 
12    input(parameters) 
13     
14  portName encryption binding hostname:8082 

 
1 Choreography interface chor_verification of userverification 
2  
3 function verify   
4   precondition(authentication_mode_selected == true) 
5   postcondition  (verification_result_set == true) 
6   input(user_info) 
7   output response 
8 
9 portName verifyuser binding hostname:8082 
10   
11  required interfaces  
12    from chor_warning function { warn } 
13    from chor_connection function { closeconnection } 
14    from chor_alert function { alert } 

 

Figure 6: Encryption service and user verification choreography interfaces. 

Variables defined with their default values based 
on the Context Elements part are affected by service 
interactions. For instance, “wrongattempts” is newly 
specified here to store the number of wrong attempts 
to limit verification trials. 

User verification choreography associates its 
internal variation points and related variants to those 
of utilized services’ in order to configure service 
interface variability. The association between lines 
25-27 ensures that when “i_encryption_parameters” 

variation point is bound to one of its variants, 
“encryption_params” variation point of encryption 
service is bound accordingly to provide a consistent 
interaction. With this, when defaultparams is 
selected, encryption service interface is configured 
with regard to withdefaultparams variant.  

User verification choreography carries out 
“verify” functionality (line 29) comprising a set of 
interactions. Atomic and composite interactions are 
tagged with variability attachments whenever the 
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part of the composition is changeable with regard to 
variability. In Figure 5, the lines 31-34, 37-40, and 
39 include attachments referring to specified 
variation declarations in the configuration interface 
of the user verification choreography.  “#vp 
i_auth_mode ifSelected(mode_offline)” to depict the 
point which composition can change (line 37). 

4.3 Service and Choreography 
Interface 

Service and choreography interface model comprises 
only interface specifications without variability. 
Each choreography and service has its own interface 
including all possible functionalities to be 
configured by configuration interfaces. 

The interface of encryption service utilized in 
user verification choreography is shown in the left 
hand side of Figure 6. Exposed functionalities 
“encrypt” (line 3), and “setparams” (line 9) with pre-
post conditions, input and outputs are depicted. 
Other services and choreographies can collaborate 
with it using “encryption” port (line 14).   

Interface of user verification choreography; 
“chor_verification” depicts its functionality “verify” 
with pre-post conditions, input and output 
parameters. Different from encryption service 
interface, it explicitly states required choreographies 
with a list of functions. 

4.4 Tool Support 

Xtext is used to implement XChor Language which 
provides a development environment for domain 
specific languages to developers with Eclipse IDE 
integration. XChor files created from three models 
are: (i) choreography interface, (ii) service interface, 
(iii) configuration interface for choreography, (iv) 
configuration interface for service, and (v) 
choreography specification. These files can be 
categorized under configuration, services, and 
choreographies packages respectively in order to 
increase understandability.  

Choreography, orchestration and atomic services 
are defined with variability specifications in Xtext. 
Binding variability and revealing a consistent 
collaboration require association analysis between 
variability specifications. This analysis requires 
considering variability constraints, choreography 
and service configurations (coming from 
configuration interfaces) with regard to variation 
selections. For this purpose, XChorS tool is provided  
 to analyse variability associations which reveal 

configuration effects on orchestration and service 

interfaces,  
 to configure choreographies and services with 

regard to variant selections, and  
 to output configured XChor files in a specified 

destination folder.  
XChorS tool employs parsing, variability association 
analysis, and configuration phases. It also includes 
some utilities for developers; binding time analysis 
and variation point redundancy analysis.   

The tool parses related XChor files, discovers 
dependencies and constraints between them which 
are specified in configuration interfaces and 
choreography specification. The variability 
association analysis shows which variation points 
are related with which services and service 
functions.  

It helps in the configuration phase to determine 
which services interact with each other and which 
functions should reside with which parameters in 
their interfaces. According to variation selections, 
the tool (i) configures interfaces by enabling and 
disabling its functions and parameters, (ii) prepares 
choreography compositions and external behaviour 
specifications of orchestration by examining whether 
the parts with variation attachments are included. 
Finally, the tool outputs configured choreography 
and related services and configuration interfaces if 
there are variation points that will be bound at 
runtime. 

5 CONCLUSIONS 

Existing orchestration and choreography languages 
do not address interface and composition variability 
explicitly. 

Moreover, a single variation model covering all 
granularity levels, namely choreography, 
orchestration and atomic services is not proposed. 
Our approach is based on reusing existing 
architecture via explicit variability definition and 
management in SOA proposing a solution to fulfill 
interface and composition variability requirements. 
Taking into account challenges of variability 
scattered throughout the architecture, making 
feasible to develop variable service-oriented 
systems, and integrating variable orchestration 
specifications, a new variability meta-model and 
language; XChor is constructed and explained in 
detail. Variability constructs are treated as first class 
entities and can be defined in all granularity levels. 

As a result of our contributions, we improve 
development of variable service-oriented systems 
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reducing their complexity while providing consistent 
service interaction with regard to variability 
specifications. We think that in addition to 
modelling variable choreographies and relating them 
to orchestrations and services, verification of the 
model is important. So, verification of variable 
choreography is taken into consideration as a future 
work. Moreover, a runtime environment for XChor 
and relation with standard modelling languages are 
our current ongoing research. 
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Abstract: Business-IT alignment is complicated because of the need to align multiple business and IT points of view. 
A philosophical foundation can help generate methods that bring together these disparate viewpoints in a 
common model that all stakeholders can agree to. In this paper, we describe the philosophical foundations 
of the Systemic Enterprise Architecture Method (SEAM) and show how it can help business-IT alignment 
with the example of a concrete business process. These foundations are applicable to other methods as well.

1 INTRODUCTION 

The subject of business and IT alignment has been 
the focus of intensive research for over twenty years; 
see for example (Chan and Reich, 2007). It has also 
been a major concern for IT executives (Luftman 
and McLean, 2005). During all this time, it seems 
that few, if any, methods with a theoretical 
grounding have been proposed by researchers in this 
field (Chan and Reich, 2007). This is all the more 
surprising that it has been noted that cultural issues 
may be at the heart of misalignment between 
business and IT and that, despite the general 
tendency to believe otherwise, misalignment may 
not be counterproductive to some firms (Chan and 
Reich, 2007).  

For many years, we have been contributing to the 
business and IT alignment field by building and 
applying an Enterprise Architecture method called 
SEAM. SEAM has an explicit theoretical grounding, 
or more precisely a philosophical grounding, which 
we describe in this paper. 

Enterprise Architecture (Zachman, 1987) was 
created in the late 1980s in order to help IT 
departments to design IT systems that support the 
increasing complexity of businesses. This attempt 
was based on the premise that businesses 
increasingly depend on their IT systems, and that 
these systems (Zachman, 1987) “keep the business 
from disintegrating.” The term Enterprise 

Architecture (EA), initially referred to as 
information systems architecture, reflects this 
understanding that the information systems of an 
organization mirror the business itself. This has 
resulted in research into the combined fields of 
Enterprise Architecture and Business-IT alignment.  

Many EA frameworks have been proposed since 
then. For example TOGAF (The Open Group, 2009) 
and ArchiMate (Lankhorst et al., 2009). In general 
these frameworks have no explicit theoretical 
grounding. They are implicitly based on strategic 
management practices that view the enterprise as a 
machine where executives set vision, goals that are 
then refined into IT architecture. 

The Zachman framework stands out as having an 
epistemology in the sense that it has an ontology 
based on the work of a building architect including a 
different language for each trade. 

SEAM focuses mainly on the enterprise 
architects’ role in helping with business-IT 
alignment and less on their role in mapping the IT 
infrastructure. 

The term business-IT alignment hides much 
complexity. In any organization there are indeed 
many businesses, such as, a groups of people, 
departments, business units, a project teams. Each 
one is a business within a greater business with its 
own identity, worldview, behavior and structure. IT 
systems reflect the complexity of their environment. 
Embarking on business-IT alignment in order to 
embed this complexity in an IT system is a major 
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challenge. It requires methods that enable enterprise 
architects to understand the multiple viewpoints, 
desires, and needs of these businesses within the 
enterprise as well as their external stakeholders. To 
appreciate and reconcile these points of view, we 
need to understand what is a business entity and how 
it sees itself and how it sees the world around it. 
Current Enterprise Architecture methods do not 
delve on sufficiently on these issues. 

One of the main concepts used in EA discourse 
is the “system”. Lankhorst et al., for instance, give 
the examples of large systems such as enterprise 
information system and software system (Lankhorst 
et al., 2009). They further note that an architectural 
approach is needed to manage the complexity of 
such large systems. General Systems Theory (GST), 
(von Bertalanffy, 1968) also often called General 
Systems Thinking (Weinberg, 1975), was designed 
long ago to provide just the kind of architectural 
principles. GST can provide theoretical grounding 
and guide architects of large systems.  

SEAM is an EA method that was created from 
the ground up based on GST. One of the main 
contributions of SEAM to EA is its reliance on an 
explicit systemic modeling paradigm (Wegmann, 
2003). This paradigm provides a comprehensive 
explanation of SEAM in terms of its theory, 
philosophy and methodology. More specifically it 
provides a way to understand the often disparate 
viewpoints of the multiple businesses and IT within 
the organization. 

In this paper we provide a fuller explanation of 
the paradigm. We explain how it can be useful in EA 
by showing its application in SEAM. We provide a 
short example of SEAM modeling based on a real 
university process, the hiring of PhD students at 
EPFL. SEAM is currently used as modeling method 
for the EPFL IT organization. 

The paper is structured as follows: In Section 2 
we present some background on business-IT 
alignment and  EA. In Section 3 we describe the 
systemic modeling paradigm. In Section 4 we show 
the application of the paradigm to EA with the 
example of SEAM. In Section 5 we explain how the 
use of SEAM for the example of the PhD hiring 
process at EPFL illustrates the systemic modeling 
paradigm. In the last section we formulate our 
conclusions. 

2 SYSTEMIC MODELING 
PARADIGM 

Banathy and Jenlink (Banathy and Jenlink, 2004), 

seeking to provide a comprehensive description of 
GST, explain it as the interlinked association of 
three domains of inquiry: systems theory, systems 
philosophy (which further contains epistemology, 
ontology and axiology) and systems methodology 
(see Figure 1). They call this set Systems Inquiry.  

Note that Banathy and Jenlink use the term 
ontology in its philosophical sense of what the real 
world contains. In the EA world ontology is more 
often used in its computer and information sciences 
meaning of “a set of representational primitives with 
which to model a domain of knowledge or 
discourse” (Gruber, 2009). 

 
Figure 1: The Systemic Modeling paradigm (expanded 
from Systems Inquiry). 

The systemic modeling paradigm was proposed 
by Wegmann in (Wegmann, 2003). It combines 
Systems Inquiry and Kühn’s notion of paradigm 
change. A paradigm is defined as “a philosophical 
and theoretical framework of a scientific school or 
discipline within which theories, laws, and 
generalizations and the experiments performed in 
support of them are formulated” (Merriam-Webster, 
2013). The systemic modeling paradigm also 
extends Systems inquiry with the extension of the 
concept of discipline specific theories.  

2.1 Systems Theory 

Systems theory, as described by Banathy and Jenlink 
(Banathy and Jenlink, 2004) espouses the view that 
modern science and industry have locked themselves 
in a pursuit of an “ever-increasing specialization.” 
This specialization results in the inability, and often 
unwillingness, of specialists to engage, or even 
understand, other specialists.  

The early system thinkers have observed that as 
each specialized discipline creates its own 
specialized vocabulary, it nevertheless uses concepts 
that are similar to other disciplines. It is often the 
vocabulary that is different but the underlying 
principles are the same. The same phenomena 
studied by a biologist can be observed in enterprises, 
for example. GST was therefore designed as a lingua 
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franca that will enable specialists from different 
disciplines to collaborate (e.g. a biologist with an 
economist) and understand each other. GST seeks to 
define general principles that can be applied to any 
phenomena across established disciplines, thereby 
complementing the specialist view. 

In addition to the general systems theory, 
Wegmann (Wegmann, 2003) proposed to use 
discipline specific theories to complement the 
general principles offered by the general systems 
theory.  

2.2 Systems Philosophy 

As noted by Banathy and Jenlink (Banathy and 
Jenlink, 2004), the interest of GST with general 
principles that transcend disciplines implies a close 
link with philosophy. They define systems 
philosophy as consisting of three components, 
Ontology, Epistemology and Axiology (ethics). 
Ontology describes what things are, e.g. what a 
person is, what an organization is, what a society is. 
Epistemology is oriented towards the questioning of 
ontology, e.g. how we know what is person, an 
organization, or society? Banathy and Jenlink 
contend that these two aspects are intimately linked 
because it is often impossible to completely separate 
what we know from how we know it. Finally, 
axiology is concerned the notions of value, ethics 
and aesthetics. It underlines the choices made by 
systems thinkers when they select some aspects of 
reality for attention rather than others. Are these 
choices good, bad, beautiful, ugly, moral or not, 
constitute the questions that axiology aims to reply 
to.  

2.3 Systems Methodology 

Systems methodology is the study and creation of 
methods for intervention. Banathy and Jenlink 
(Banathy and Jenlink, 2004) divide systems 
methodology into two domains of inquiry: the study 
of methods (their creation and improvement) and the 
practical use of these methods. The methods are 
used for the analysis of systems and systems 
problems, the design, development and 
implementation of systems and the management of 
systems in general. The method depends on the 
problem context and content as well as the type of 
systems in which the problem is situated. A specific 
methodology needs to be chosen from the wide 
range of available frameworks using a solid 
justification and analysis of the investigated 
problem. 

3 THE SYSTEMIC MODELING 
PARADIGM APPLIED TO 
SEAM 

Having briefly introduced the systemic modeling 
paradigm, we now use it to explain how an EA 
method, such as SEAM, can benefit from this 
grounding. 

3.1 SEAM Systems Theory 

SEAM is a method built on a systemic grounding. 
Much like GST is interested in federating scientific 
disciplines, when intervening in organizations, there 
is a need to understand and transcend the specialist 
view of the stakeholders (often called “silos” today) 
that compose the organization. While doing so, the 
enterprise architect should be careful not to alter too 
much the way of working of the stakeholders 
because their effective action depends on them 
remaining specialists. 

In addition to GST, discipline specific theories 
can be used as well. These theories can be specific to 
the discipline of each stakeholder involved, e.g. 
marketing, sales, and software engineering. The 
theories specific to SEAM are, e.g., refinement 
theory to verify business-IT alignment, first order 
logic to formalize beliefs and operational semantics 
to formalize behavior. 

3.2 SEAM Systems Philosophy 

Parting from Banathy and Jenlink’s explanation we 
explain the SEAM philosophy staring from the 
epistemology rather than the ontology. 

The SEAM epistemology shown in Figure 2 is 
interpretative (Mintzberg et al., 1998), or 
interpretive (Checkland and Holwell, 1998). This 
means that we believe that each stakeholder creates 
his specialized knowledge of his work by interacting 
with the work artifacts and through his relationships 
with other specialists in his domain. 

We call universe of discourse this set of entities 
that the stakeholder sees, which is a subset of the 
total number of entities available in reality. Two 
universes of discourse are shown in Figure 2, one for 
each stakeholder. The enterprise architect is also a 
specialist who constructs her models from her 
relationship with stakeholders and other enterprise 
architects. The universe of discourse of the 
enterprise architect is implicitly shown. It is made of 
the two stakeholders. The enterprise architect helps 
the stakeholders to express their knowledge about 
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The SEAM axiology refers to the choices the 
specialists make about what to include in her model. 
These choices can have two aspects: aesthetics and 
ethics (Lemos 1999). Aesthetics include practicality 
and simplicity. The modeler needs to decide to 
model what is useful and practical to show the 
problems and the possible solutions. The goal is not 
to make an exhaustive universal list of what exists in 
a company, but rather to analyze a concrete 
challenge. The modeler needs also to find a way to 
have simplicity. The modeler should use the 
abstraction mechanisms of SEAM to illustrate 
concisely the situation. Even if concise the model 
should keep the important systemic model elements 
(such as service system boundaries in the to-be 
model), so that the stakeholder can understand what 
is represented. Ethics – the model captures also the 
ethical choices of the modeled enterprise. For 
example, is the shareholder the primary “customer” 
of the company or should it be the “normal” 
customer. Axiology is useful to explain these two 
kinds of choices. Axiology is associated with 
heuristics (as, for example, that it is usually 
beneficial to understand first the “real” customer 
rather than the shareholder). 

3.3 SEAM Systems Methodology 

The SEAM methodology prescribes the way an 
enterprise architect uses the SEAM theory and 
philosophy to produce results. The methodology is a 
collection of techniques, some of which are well 
known to enterprise architects (such as the as-is and 
to-be modeling). Others were imported from other 
disciplines, e.g. contextual inquiry (Beyer and 
Holtzblatt, 1998). Because it is often costly and time 
consuming to do contextual inquiry in practice, we 
use an alternative technique of using concrete names 
of people and organizations (e.g., EPFL School 
rather than simply School) as well as anecdotes in 
workshops. This helps stakeholders remember the 
context they were in when facing some problems. 
Without this context, they may often forget to give 
many details about their work. A related technique 
encouraged in SEAM is to collect supporting 
evidence about concrete situations in the form of 
e.g., pictures, letters, and emails. 

We also recommend developing a model bottom-
up and top-down at the same time. We obtain the 
best results when the modeling sessions are short 
and iterative. 

A few techniques were extended from standard 
techniques, e.g. the blackbox-whitebox technique is 
used to represent systems structure as is customary 

in engineering, but also to represent the structure of 
behavior, which is less frequent. 

4 EXAMPLE OF THE PHD 
HIRING PROCESS 
WORKSHOP 

In this chapter we show the importance of the 
SEAM philosophical grounding with a concrete and 
real example. We use the results of a one-day 
business-IT alignment workshop done in Fall 2012 
at Ecole Polytechnique Fédérale de Lausanne 
(EPFL). We illustrate the relation between the 
SEAM theory and the workshop practice. EPFL uses 
a service-oriented strategy and is currently testing 
SEAM as modeling technique to represent its IT 
services. A workshop was planned to train IT 
managers in the use of SEAM so as to enable them 
to model their own services. The workshop was 
organized by the Laboratory of Systemic Modeling 
(LAMS) at the request of the IT governance head of 
EPFL. It was decided to work on the PhD hiring 
process as an example of a process that involves 
many departments and IT systems. The PhD hiring 
process is a good example of a process that brings 
together many actors across EPFL with many 
viewpoints that need to be reconciliated. It was also 
selected because it is an important process, with no 
projects currently planned to analyze it. It was 
therefore “neutral territory”. 

4.1 Organizational Description 

EPFL is a polytechnic university located in 
Lausanne, Switzerland. EPFL. It is organized into 
seven schools, which are themselves formed of 
research and teaching units For the academic year of 
2011-2012, EPFL had approx. 8’500 students, 
including 2000 PhD students. Some 500 new PhD 
students are hired each year. EPFL has about 4’500 
employee.  

IT is distributed across the whole organization. 
Approximately 80 people work in central services, 
under direct supervision of the Chief Information 
Officer (CIO). 20 people work in central services, 
outside of the CIO supervision. These 20 people 
manage mostly SAP and the academic management 
system, called ISA. Some 150 people work in the IT 
groups attached to the seven schools, or are 
dedicated to the IT of research and teaching units.  

Overall, the IT people manage more than 125 
central software applications, e.g. SAP for HR and 
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finance, ISA, as well as some scientific 
infrastructure such as super-computers. 

This distributed nature of the business and IT 
organizations leads to the co-existence of many 
viewpoints on any single process. There is a need to 
federate these viewpoints to improve business and 
IT alignment.  

4.2 Description of the Current PhD 
Hiring Process 

The process includes the following 3 phases:  
Registration. The registration begins when an 
applicant fills an application record in ISA.  The 
doctoral program committee analyzes all application 
records and decides who is admissible to the 
program. The doctoral program assistant informs, by 
e-mail, the applicant that he or she is admitted or 
rejected. The doctoral program assistant also informs 
by e-mail the professors that the list of admitted 
applicants is available in ISA. 
Selection. The professor organizes interviews with 
potentially interesting admitted applicants. If the 
professor and applicant agree to work together, the 
offer is formalized in an admission letter signed by 
the professor and by the doctoral program director. 
The letter is sent to the applicant. No specific IT 
system supports this part of the process. It is 
implemented via e-mails, Word and Excel 
documents.  
Employment. The unit’s administrative assistant 
receives a copy of the admission letter. She asks the 
future students for the usual required documents 
(CV, passport copy, etc.). Note that the applicant 
already provides these documents at the beginning 
of the process - in the registration phase. The 
documents must be provided again because there is 
limited exchange of information between ISA and 
SAP. These documents, together with the admission 
letter are sent to the HR assistant, who is responsible 
for preparing the contract and arranging for the visa 
application, if needed. Once the contract is ready, it 
is sent for signature to the future PhD student and 
new records in the SAP human resource and finance 
management software modules are created. 

4.3 The SEAM Workshop 

The goal of the workshop organizer was to train the 
IT managers of the main applications on how to 
apply a service-oriented view to their application, 
using SEAM as a modeling method. A side goal was 
to make the participants aware of some of the 

technical and people issues concerning the PhD 
process and to prepare a follow-up workshop to 
address these issues (such as data integration 
between the first and third part of the process). 

The workshop brought together six IT managers 
(e.g. SAP and ISA managers), the head of central IT 
and the person in charge of IT governance. The 
workshop was managed by one of the authors (Alain 
Wegmann) with the help of one of the co-authors 
(Gorica Tapandjieva). While writing this paper, we 
noticed that Alain Wegmann had three roles in this 
workshop: (1) workshop facilitator and SEAM 
trainer, (2) EPFL enterprise architect, (3) professor 
who hires PhD students. Ms. Tapandjieva had two 
roles: (1) SEAM trainer assistant, (2) Master’s 
student at EPFL and applicant for a PhD position at 
EPFL. This means that she had, at the time of the 
workshop, a pending application in the PhD hiring 
process.  

The workshop was held in the following way: 
First, the participants expressed their 

expectations from the workshop. They were quite a 
few. For example, learning how to use SEAM to 
model services, finding ways how to work better 
with colleagues, or simply attending the workshop to 
see what comes out of it.  

Next, we asked all participants to present the 
challenges they faced in managing their applications. 
The major challenges were: (1) understanding what 
the term “business” meant in business and IT 
alignment. (2) Defining who are the relevant 
representatives of the 10’000 or so EPFL users. (3) 
Understanding what is the IT and business strategy 
of EPFL 

We then introduced the example of the PhD 
hiring process. We provided a two page textual 
description, a sequence diagram of the detailed 
process and a file with a copy of all documents from 
Ms. Tapandjieva’s application. We briefly 
introduced some of the SEAM principles (how to 
model systems, services, and processes). The 
participants worked in three groups (2 groups of 3 
and one of 2 participants) and had to make a SEAM 
model of the PhD hiring process. We ended the 
session with a debrief session and with a sketch of a 
SEAM model made by Alain Wegmann. The goal 
was to encourage the participants to practice SEAM 
(and thereby to understand the difficulties in using 
it) and then to show them how a SEAM modeler 
would create a model that exposes the issues they 
had identified at the beginning of the workshop. 

We ended the morning with a debrief session 
during which the participants said they liked the 
concreteness and the dynamic aspects of the method. 
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Some participants found that the models were “more 
messy” as the ad-hoc ones they would normally 
make. Systemic models often appear less simple 
than add-hoc ones, who are frequently over-
simplified. 

In the afternoon we created a group-wide model 
of the PhD process. We discussed the technical and 
the organizational issues raised by a transition to a 
service approach. Figure 3 is a picture of the group-
wide model that we created together.  

The day ended up with a debrief session in which 
the participants agreed on the technical and 
organizational issues to address in moving to a 
service approach. Some raised the concern that we 
did not find a solution to these issues, but this was 
not planned for this workshop. It was also clear that 
a follow-up workshop should formally include more 
business users.  

 
Figure 3: PhD Hiring SEAM model developed during the 
SEAM workshop. 

In the morning the IT managers made their 
model in three separate groups. They based their 
model on the sequence diagram of the detailed 
process we gave them. So they all analyzed the 
overall process (i.e. the three phases). One of the 
models happened to be quite similar to the group-
wide model shown in Figure 3. The second model 
represented the point-to-point interactions in the 
process, a sort of high-level view of the sequence 

diagram. It did not show the three phases identified 
in the group-wide model. Most notably, the model 
did not include the management of the admission 
letter, probably because this phase is not supported 
by an IT system. The third model represented the 
existing organizational boundaries within EPFL. The 
phases were represented within these boundaries. 
Remember that in SEAM we represent service 
systems, therefore these boundaries were not 
supposed to appear in this model. 

4.4 The Importance of the Systemic 
Modeling Paradigm for the 
Workshop 

Federating different models and different 
conceptualizations: The three different models made 
by the three different groups were the result of three 
different stakeholders conceptualizations.  

All the models were valid but seemed 
incompatible with one another. The systemic 
modeling paradigm helped us to not quarrel about 
who is right or wrong but to accept each model as a 
bona fide representation for the person or people 
who created it.  

To design a common process, it is important that 
all stakeholders share the same model. This means 
that it is also necessary to reconciliate their disparate 
conceptualizations. Changing people 
conceptualization, the way they see the world, is a 
known as a very difficult task. Axiology should help 
here for guiding the enterprise architect in this 
difficult task and in the choices that are inevitable in 
selecting what to represent in the common model. 

If there is no conceptualization it will not be in 
the model: Each of the three groups modeled the 
overall process (with one group mostly focusing on 
the IT support). If we would not have given them the 
sequence diagram prior to the modeling exercise, it 
is very likely that the Selection phase would not 
have been represented because none of the IT 
managers provided support for this part of the 
process. None of the IT managers had it in their 
conceptualization.  

The sequence diagram of the process was created 
by Ms. Tapandjieva who interviewed several 
stakeholders of the process and collected evidence 
about it before to the workshop. In addition, Ms. 
Tapandjieva was also a PhD applicant and her 
application was somewhat “stuck” in the Selection 
phase for a few months. So she was able to testify on 
the importance of this part of the process for an 
applicant. Thanks to the testimony of Ms. 
Tapandjieva and to the collected evidences, it was 
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possible to model the Selection phase and to identify 
the issues that related to it (e.g. that it has no 
specialized IT support and that applications could 
get stuck in this phase). 

Each IT manager could model with precision the 
phase that the application he was responsible for 
supported. This phase relates directly to his 
conceptualization because it corresponds to his 
specialization. One of the challenges during the 
workshop was to enable all IT managers to represent 
their phase at the same level of detail as the other 
phases.  

One of the participants offered an additional 
conceptualization. His training as an auditor enabled 
him to discover a flaw in the sequence diagram of 
the process by attentively analyzing the dates of the 
documents provided as evidence. Without this 
specialization the sequence diagram would have not 
been challenged.  

In summary, to have the viewpoints of the 
multiple stakeholders (including the non-IT one) is 
essential to understand the issues related to the 
process. This includes the IT issues. For example, 
the applicant has to submit his documents to ISA 
and to SAP. This leads to errors and delays. A 
technical solution can be found to link ISA and SAP. 
This problem can be identified only if the process is 
analyzed end-to-end. So, all viewpoints are 
necessary.   

The use of concrete evidences: Some of the 
documents collected by that the way the process is 
executed leads to major issues for the applicant. For 
example, the applicant does not receive the 
necessary documents on time to find a housing. This 
level of concreteness motivates the other 
stakeholders to address the issues. They can relate to 
the applicant’s problems. All the participants were 
able to relate to the feeling the applicant has when 
the document that would allow her to find an 
apartment is not received on time. This is much 
more concrete than the concept of “hard to find an 
apartment” that would usually be found in abstract 
models. 

Without the evidence provided by the documents 
collected by Ms. Tapandjieva the auditor would not 
have found the flaw in the sequence diagram. 

5 CONCLUSIONS 

In this paper we emphasized the need to have a 
philosophical grounding for business-IT alignment 
because it is a crosscutting concern that potentially 
requires the collaboration of the entire organization. 

We described one such grounding, called the 
systemic modeling paradigm, which is based on 
general systems principles, and is the foundation of 
SEAM, an enterprise architecture method. The main 
originality of the systemic modeling paradigm is its 
breadth. It proposes 4 dimensions for underpinning a 
general-purpose method that can be effectively used 
in concrete projects. These dimensions are, theory, 
philosophy, methodology and discipline specific 
theories. Together they enable to transcend the 
divisions within an organization, while also 
understanding the specificities of each department or 
individual stakeholder. It is our hope that other 
researchers would use this paradigm or propose 
different paradigms to provide a philosophical 
foundation for their methods, an aspect that business 
and IT alignment urgently needs. 
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Abstract: Security is almost always a vital aspect in the development of any system. Many mission-critical systems 
are deemed unusable if they are not secure. Secure software development requires a secure software 
engineering process that takes into account security concerns from as early as the requirements phase. 
Misuse case modeling is a technique that was introduced to extend the already widespread technique of use 
case modeling for the purpose of eliciting, specifying and communicating functional security requirements. 
The notational set and syntax of misuse case modeling were further extended in order to more accurately 
specify the functional security aspects of a system. Similar to use case diagram, Misuse case diagrams 
created using this extended notational set are supplemented with textual descriptions that narrate the actual 
expected behaviour of a system. Since misuse case descriptions are described in syntax-free natural 
language, authors are likely to create misuse case models that are inconsistent, ultimately leading to the 
development a system that is functional non-secure. To counter this problem, this paper introduced a 
structure that guides authors while narrating misuse cases in order to significantly limit inconsistencies. A 
case study is presented to demonstrate and the application and feasibility of the proposed structure.

1 INTRODUCTION 

Software systems nowadays are always 
interconnected with other system, which makes them 
constantly under threat of being misused. Misuse 
can be attempted by humans directly accessing a 
system or indirectly via another interconnected 
system. External defensive mechanisms such as 
firewalls, cryptography and Intrusion Detection 
Mechanisms are no longer sufficient (Jürgens, 
2004). A software system needs to embody 
functionality that will allow it to defend for itself in 
addition to the external defensive mechanisms. 
Necessary security functionality must be taken into 
account from as early as the requirements 
engineering phase. 

Similar to ordinary business requirements, 
security requirements are considered either 
functional or non-functional. Functional security 
requirements can be effectively modelled using 
misuse case modeling. The misuse case modeling 
concepts and notation were first introduced by 
(Sindre et al., 2000). Subsequently, many research 
works were directed towards improving and 

supporting the misuse case modeling technique, 
notation and description templates. An extended 
notational set of misuse case modeling was 
introduced by (Røstad, 2006) to include 
vulnerabilities and insider threat. 

Inconsistencies within a use case model (OMG 
2005, Jacobson 1995)can lead to confusion amongst 
stakeholders leading to the development of a system 
that does not satisfy its functional business 
requirements. Similarly, inconsistencies within a 
misuse case model can lead to the development of a 
system that is not functionally secure. 

This paper introduces a structure named Ex-
SMCD (Extended Structured Misuse Case 
Descriptions) that aids modelers during their 
authoring of mis/use cases. The Ex-SMCD structure 
is supplemented with a process named Ex-REMCD 
(Extended – Reverse Engineering of Misuse Case 
Diagrams) that will ensure the development of 
structurally consistent misuse case models. The Ex-
SMCD structure focuses on extended notation of 
misuse case models as proposed by (Røstad, 2006) 
since it advances the current state-of-affairs of the 
modeling technique by allowing modelers to create 
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misuse case models that are more accurate, 
descriptive and specific. 

The remainder of this paper is structured as 
follows: Section 2 provides a brief background and 
discusses related works. Section 2 sheds light on the 
importance of developing consistent misuse models 
case. Section 3 presents the Ex-SMCD structure and 
its associated Ex-REMCD process. In Section 4, 
exemplars of misuse case diagrams that include the 
extended notation from the (Røstad, 2006) paper are 
used to demonstrate the application and feasibility of 
the Ex-SMCD and Ex-REMCD. Finally, Section 5 
concludes and provides suggestions for future work. 

2 BACKGROUND AND RELATED 
WORK 

A misuse case model consists of a diagram that 
contains use cases, misuse cases, actors and 
misusers. The diagram acts as a visual summary of 
the business functional requirements, represented by 
use cases, and the functional misuse case behaviour 
that threatens the system while it is executing its 
business related behaviour, and represented as 
misuse cases. A subset of use cases are later 
introduced to mitigates against each misuse case. 
Each misuse and use case is supplemented with a 
textual description. The textual descriptions detail 
the expected behaviour from an interaction 
perspective. A misuse case model also shares a 
glossary with other artefacts used in the 
development project. 

Inconsistencies may exist in a use case model 
between any of its components. Inconsistencies may 
occur within the textual descriptions, between 
different diagrams, or between the textual 
descriptions and the diagram. As such, modelers are 
highly vulnerable to introducing inconsistencies in 
their models. 

The harmful consequences of inconsistencies in 
misuse case models have been well documents. 
Many of these consequences stems from what the 
literature has reported about inconsistencies in use 
case models, which is applicable to misuse case 
models as well. Inconsistencies and its harmful 
consequences were listed as part of a comprehensive 
taxonomy presented in (Anda et al., 2001). The 
taxonomy states that inconsistencies in a use case 
models will have a very damaging effect on every 
aspect of the development process. Therefore, 
inconsistencies will severely hamper the overall 
quality of the end product. Many examples 

inconsistency defects were presented in (Lilly, 
1999). For example, if the system boundary was not 
consistently defined ten that will lead to ambiguity 
with regard to actual functional requirements that 
needs to be realized by the development team. 
Consequently, the development team may omit some 
requirements or waste their resources implementing 
functionality that is outside the scope of the intended 
system. A misuse case model maybe rendered 
useless if it contains a high level of inconsistencies 
as it no longer represents the behaviour of the 
underlying system (Ambler, 2013), which in turns 
impedes downstream development efforts, 
particularly testing and maintenance. Inconsistencies 
in a mis/use case model are also symptomatic of 
vague or omitted information (Chandrasekaran, 
1997). Inconsistencies in a mis/use case model have 
also been linked to the existence of an ambiguous 
domain model. 

Due to the severe detrimental effects of 
inconsistences in mis/use case models, many 
research works have been devoted towards 
improving the level on inconsistency. Some 
techniques proposed in the literature have highly 
recommended various types of reviewing to ensure 
consistency in mis/use case models (Kulak and 
Guiney, 2000; Armour and Miller, 2000). 
Automated approaches were also introduced to 
improve various quality attributes of mis/use case 
models including consistency such as model 
refactoring (Bulter and Xu, 2001). McCoy (2003) 
have presented a tool that provides use case authors 
with a template to describe their use cases. The use 
of the template helps ensure a certain degree of 
consistency. 

3 Ex-SMCD AND Ex-REMCD 

The chief purpose of the Ex-SMCD structure is to 
reduce inconsistencies in misuse case models, 
particularly structural inconsistencies. One of the 
most attractive features of mis/use cases is its 
readability. Therefore, the design of Ex-SMCD 
deliberately accounted for readability. To maintain a 
high level of readability, the Ex-SMCD structure 
consists of a set of English keywords that pertain to 
the misuse case modeling domain. Using Ex-SMCD 
requires mis/use case authors to embed their textual 
descriptions with these keywords while abiding to a 
specific grammar. The grammar formalizes how the 
keywords should be used. The grammar of the Ex-
SMCD structure is shown in the Appendix. 
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Table 1: A summary of the Ex-SMCD structure 
constructs. 

Section Keyword Diagram Representation 

Mis/use Case
Name 

ABSTRACT 
Abstract mis/use cases are 
depicted in italic font in the 
diagrams. 

SPECIALIZES 
A generalization 
relationship link is depicted 
in the diagram. 

IMPLEMENTS 

A generalization 
relationship link is depicted 
in the diagram. This is due 
to the fact that the 
generalization and 
implementation 
relationships are depicted 
using the same notation. 

VULNERABLE 
(use cases only) 

The use case is depicted 
with a grey background to 
indicate that it is vulnerable

The name of the
mis/use case 

A mis/use case with the 
given name is displayed in 
the diagram. 

Description INCLUDE 

Results in the creation of an 
include relationship 
directed towards the 
mis/use case stated in the 
INCLUDE statement. 

Extended 
Mis/use Cases 
 

Base Mis/use Case 

An extend relationship link 
is created and directed 
towards the stated base 
mis/use case. 

Extension Point 

Optional to the user. 
Results in the augmentation 
of the targeted extension 
point name on the extend 
relationship link. 

IF 

Optional to the user. The 
condition is displayed on 
the extend relationship link 
in square brackets. 

Extension 
Points 

The names of public
extension points 

Each extension point stated 
is depicted within the oval 
of the given mis/use case in 
the diagram. 

Threatens 
(misuse cases
only) 

Threatens 

A threatens relationship 
link is depicted in the 
diagram from the given 
misuse case to the target 
use case. 

Exploits 
(misuse cases
only) 

Exploits 

An exploits relationship 
link is depicted in the 
diagram from the given 
misuse case to the target 
use case. 

Mitigates 
(use cases
only) 

Mitigates 

A mitgiates relationship 
link is depicted in the 
diagram from the given use 
case to the target misuse 
case. 

 
In a misuse case model there are two sets of 

textual descriptions. One set is used to describe use 
cases while the other is used to describe misuse 
cases. For use cases, the Ex-SMCD structure will 

appear in five sections, these are: (a) Use Case 
Name, (b) Associated Actors, (c) Description, (d) 
Extension Points and Extended Use Cases, and (e) 
Mitigates Section. For misuse cases, the Ex-SMCD 
structure will appear in five sections, these are: (a) 
Misuse Case Name, (b) Associated Misusers, (c) 
Description, (d) Extension Points and Extended 
Misuse Cases, and (e) Threatens Section. A brief 
description of each keyword is shown in Table 1. 
The Ex-SMCD also appears in actor, misuser and 
insider description in the Name section. Figures 1 
and 2 illustrates the concepts explained above and 
demonstrates the visually the mapping of the 
keywords in Table 1 using a mock example. 

 

 
Figure 1: Example misuse case utilizing the extended 
notation. 

The Ex-REMCD Process 
When given a set of mis/use case descriptions that 
use Ex-SMCD, the Ex-REMCD process uses these 
textual descriptions as input to generate a 
structurally consistent misuse case diagram. This 
process consists of four phases: 
Phase 1: Identify actors, misusers and insiders to 
create XML components to represent these entities 
to be displayed by a UML modeling tool. 
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Mock Example Textual Descriptions 
Actors 

Actor Name: A 
 
Description: A brief description of actor A 
Actor Name: B 
 
SPECIALIZES: A 
 
Description: A brief description of actor B 

Insiders 
Insider Name: H 
 
Description: A brief description of insider H 

Misusers 
Misuser Name: G 
 
Description: A brief description of misuser G 

Use Cases 
Use Case Name: C 
ABSTRACT 
 
Associated Actors: A 
 
Description: A brief description of use case C 
Use Case Name: D 
 
Description: A brief description of use case D 
 
Extended Use Cases: 
Base UC Name: F 
AT: extension point of F 
IF: is true 
 
Mitigates: I 
Use Case Name: E 
IMPLEMENTS: C 
SPECIALIZES: D 
 
Associated Actors: B 
 
Description: A brief description of use case E and INCLUDE 
<F> 
Use Case Name: F 
 
Description: 
A brief description of use case F. 
 
Extension Points: Extension point of F 
Use Case Name: J 
VULNERABLE 
 
Associated Actors: B 
Associated Insiders: H 
 
Description: A brief description of use case F. 

Misuse Cases 
Misuse Case Name: I 
 
Associated Misusers: G 
 
Exploits: J 
 
Threatens: E 
 
Description: A brief description of misuse case I. 

Figure 2: Descriptions of the mis/use cases using Ex-
SMCD. 

Phase 2: Identify use and misuse cases to create 
XML components to represent these entities to be 
displayed by a UML modeling tool. 
Phase 3: Identify relationships between actors and 
use cases, and between misusers and misuse cases. 
Also identify relationships between insiders and 
mis/use cases. The identified relationships will be 
used to create corresponding XML components. 
This step will require cross-referencing with XML 
components previously created in the previous two 
iterations. 
Phase 4: Identify relationships between misuse 
cases and use cases, misuse cases and other misuse 
cases, and use cases and other use cases. The 
identified relationships will be used to create 
corresponding XML components. This step will 
require cross-referencing with XML components 
previously created in the previous three iterations. 
 

When given a misuse case diagram, the REMCD 
process uses the XML file that contains the data 
belonging to the diagram to create structurally 
consistent Ex-SMCD skeleton descriptions. This 
process consists of five phases: 
Phase 1: Identify actors, misusers and insiders to 
create a text area for each entity with its name and 
the appropriate fields. 
Phase 2: Identify mis/use cases and create a text 
area for each mis/use case with its name and the 
appropriate fields. 
Phase 3: Identify the relationships between actors 
and use cases and amend the corresponding text area 
to reflect these relationships. Identify the 
relationships between misusers and misuse cases and 
amend the corresponding text area to reflect these 
relationships. Identify the relationships between 
insiders and mis/use cases and amend the 
corresponding text area to reflect these relationships. 
Phase 4: Identify the relationships between misuse 
cases and use cases, misuse cases and other misuse 
cases, and use cases and other use cases. The 
identified relationships will be used to amend the 
corresponding text area to reflect these relationships. 
Phase 5: Identify the characteristics of each mis/use 
case, such as if it is abstract or vulnerable. The 
identified characteristics will be used to amend the 
corresponding text area to reflect these 
characteristics. 
Finally, the text areas are combined into one file. 
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4 EVALUATION: APPLYING  
Ex-SMCD TO THREE 
EXEMPLARS 

This section demonstrates the application and 
feasibility of Ex-SMCD. In this section a number of 
extended misuse case diagrams will be constructed 
systematically from Ex-SMCD descriptions. The 
misuse case diagrams presented here are similar to 
those presented in the paper by (Røstad, 2006). The 
reason for selecting these diagrams specifically is 
because they are inclusive of all the original and 
extended misuse case modeling notation. 

Evaluation of the correctness of this proposed 
structure and technique will be based on similarity 
comparison between the diagrams generated from 
the Ex-SMCD descriptions with the diagrams 
presented in the paper by (Røstad, 2006). If the 
diagrams were structurally identical then the 
application of Ex-SMCD was successful.  

The comparison will be performed by a tool 
named UseCaseDiff (El-Attar, 2011). UseCaseDiff 
is differencing tool used to differentiate any 
structural differences between two use case 
diagrams. UseCaseDiff was extended in later work 
to account for the original notation of misuse case 
modeling. For this research work, UseCaseDiff was 
once again extended to account for the extended 
notation. Another comparison will be performed via 
manual inspection of the diagrams as an added 
measure of assertion. 

Figures 3, 5 and 7, present the Ex-SMCD 
descriptions of three corresponding misuse case 
diagrams shown in Figured 4, 6 and 7, respectively. 
The description shown in Figure 3 and its 
corresponding diagrams shown in Figure 4 relates to 
emergency access control in healthcare systems. It 
specifies the use and misuse of the access control 
mechanism in an Electronic Patient Record (EPR) 
system. The description shown in Figure 5 and its 
corresponding diagrams shown in Figure 6 relates to 
user input in web-enabled systems. It specifies how 
input from users should be handled. Finally, the 
description shown in Figure 7 and its corresponding 
diagrams shown in Figure 8 relates to an insider on 
the system development team. This model specifies 
the threats posed by a dissatisfied employee on the 
development team. 

4.1 Evaluation 

Applying the REMCD process resulted in the 
systematic generation of the diagrams shown in 

Figures 4, 6 and 8 from their corresponding 
descriptions. For each generated diagram, its data 
file was used as input into the too UseCaseDiff 
along with the manually developed model that 
matches the corresponding diagram in (El-Attar, 
2011). 
 

Case 1: Emergency Access Control in Healthcare Systems 
Actors 

1) Actor Name: Authorized User 
 
Description:  <A brief description of the actor> 

Insiders 
1) Insider Name: Insider 
 
Description:  <A brief description of the insider> 

Use Cases 
1) Use Case Name: Read EPR 
 
Associated Actor: Authorized User  
 
Description: <A brief description of the use case>. 
INCLUDE<Normal AC> 
2) Use Case Name: Emergency Read EPR 
 
Associated Actor: Authorized User 
 
Description: <A brief description of the use case>. 
INCLUDE< Emergency AC > 
3) Use Case Name: Normal AC 
 
Description: <A brief description of the use case>.  
 
Extended Use Cases: 
Base Use Case: Access Control (AC) 
4) Use Case Name: Access Control AC 
 
Description: 
<A brief description of the use case>.  
5) Use Case Name: Emergency AC 
VULNERABLE   
 
Description: <A brief description of the use case>.  
 
Extended Use Cases: 
Base Use Case: Access Control (AC) 
6) Use Case Name: Auditing 
 
Description: <A brief description of the use case> 
 
Mitigates: Unauthorized  Read  EPR 
7) Use Case Name: Awareness Training 
 
Description: <A brief description of the use case> 
 
Mitigates: Unauthorized  Read  EPR 

Misuse Cases 
1) Misuser Name: Unauthorized  Read  EPR 
 
Associated Misusers: Insider 
 
Description:  
<A brief description of the misuse case>.  
 
Exploits: Emergency AC 

Figure 3: Descriptions of the mis/use cases of the 
“Emergency Access Control in Healthcare Systems” 
diagram. 
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The tool UseCaseDiff did not report on any core 
structural differences. Moreover, the manual 
inspection phase did not report any differences 
between the diagrams. 

 
Figure 4: Misuse case diagram for emergency access 
control in healthcare systems. 

5 CONCLUSIONS 

Security is increasingly becoming an important 
quality in software systems. Misuse case modeling is 
a useful technique for eliciting and modelling 
security requirements and threats. However, 
inconsistencies in misuse case models may have 
very damaging effects downstream in the 
development life cycle leading to the development 
of systems that are insecure. It is therefore crucial to 
develop misuse case models that are consistent. This 
paper presents a structure named Ex-SMCD that 
guides modelers during the authoring phase to 
develop misuse case models that are structurally 
consistent. Moreover, the structure will also serve as 
a guideline that prompts authors to consider 
documenting important information in misuse cases 
that might otherwise be overlooked. 

Case 2: User Input in Web-Enabled Systems 
Actors 

1) Actor Name: Authorized User 
 
Description:  <a brief description of the actor> 

Misusers 
1) Misuser  Name: Attacker
 
Description:  <a brief description of the misuser> 

Use Cases 
1) Use Case Name: Enter Username 
VULNERABLE 
 
Description: <A brief description of the use case>.  
2) Use Case Name: Input Validation 
 
Description: <A brief description of the use case>.  
 
Mitigates: Injection Attack, Overflow Attack 
3) Use Case Name: Enter Password 
VULNERABLE 
 
Description: <A brief description of the use case>.  
4) Use Case Name: Use System 
 
Description: <A brief description of the use case>.  

Misuse Cases 
1) Misuse Case Name: Injection Attack 
 
Associated Misusers: Attacker 
 
Description: <A brief description of the misuse case>.  
 
Exploits: Enter Username, Enter Password 
 
Threatens: Use System 
2) Misuse Case Name: Overflow Attack 
 
Associated Misusers: Attacker 
 
Description:  <A brief description of the misuse case>.  
 
Exploits: Enter Username, Enter Password 
 
Threatens: Use System 

Figure 5: Descriptions of the mis/use cases of the “User 
Input in Web-Enabled Systems” diagram. 

 
Figure 6: Misuse case diagrams for user input in web-
enabled systems. 
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Case 3: An Insider on the System Development Team 
Actors 

1) Actor Name: System developer 
 
Description:  <A brief description of the actor>. 

Insiders 
1) Insider Name: Insider 
 
Description:  <A brief description of the insider>. 

Use Cases 
1) Use Case Name: Implement system 
 
Associated Actor: System developer 
Associated Insiders: Insider 
 
Description:  Perform  Implement system 
2) Use Case Name: Code audit 
 
Description:  <A brief description of the use case>. 
 
Mitigates: Inject backdoor, Inject bug 
3) Use Case Name:  Security testing 
 
Description:  <A brief description of the use case>. 
 
Mitigates: Inject backdoor, Inject bug 

Misuse Cases 
1) Misuse Case Name:  Inject backdoor 
 
Associated Insiders: Insider 
 
Description:  <A brief description of the misuse case>. 
2) Misuse Case Name:  Inject bug 
 
Associated Insiders: Insider 
 
Description:  <A brief description of the misuse case>. 

Figure 7: Descriptions of the mis/use cases of the “An 
Insider on the System Development Team” diagram. 

 
Figure 8: Misuse case diagrams for an insider on the 
system development team. 

This paper also introduces the Ex-REMCD 
process which uses misuse case descriptions 
embedded with the Ex-SMCD structure to develop 
structurally consistent misuse case diagrams. The 

Ex-REMCD process can also use misuse case 
diagrams to develop description skeletons that are 
structurally consistent with the given diagram. As 
the misuse case model evolves and changes are 
introduces in the misuse case diagrams or 
descriptions, it is ensured to remain consistent at all 
times due to the cyclic feature of the Ex-REMCD 
process. The feasibility of the Ex-SMCD and the Ex-
REMCD were successfully demonstrated using the 
misuse case models that were presented in the paper 
by (Røstad, 2006), which is the same research work 
that presented the extended notation for misuse case 
modeling. Using Ex-SMCD and Ex-REMCD, the 
descriptions for the three diagrams presented in 
(Røstad, 2006) were developed and systematically 
used to generate diagrams that are identical to those 
in (Røstad, 2006). 

Future work can be directed towards empirically 
evaluating the usability of Ex-SMCD by its potential 
users. This study will be very beneficial as the 
usability of any technique is a core factor for its 
adoption by practitioners. 

ACKNOWLEDGEMENTS 

The authors would like to acknowledge the support 
provided by the Deanship of Scientific Research 
(DSR) at King Fahd University of Petroleum and 
Minerals (KFUPM) for funding this work through 
project No. IN111028. 

REFERENCES 

Ambler, S.: Agile Modeling 
http://www.agilemodeling.com/essays/whenIsAModel
Agile.htm. Last Accessed March 2013. 

Anda, B., Sjøberg, D., and Jørgensen, M., 2001. Quality 
and Understandability in Use Case Models, 15th 
European Conference Object-Oriented Programming 
(ECOOP), edited by J. Lindskov Knudsen. Springer-
Verlag, Budapest, Hungary, pp. 402-428. 

Armour, F., Miller, G., 2000. Advanced Use Case 
Modeling. Addison-Wesley. 

Butler , G., Xu, L., “Cascaded refactoring for framework 
evolution,” Proceedings of 2001 Symposium on 
Software Reusability, ACM Press, pp. 51-57.  

Chandrasekaran, P., 1997. How Use Case Modeling 
Policies Have Affected The Success of Various 
Projects (or How to Improve Use Case Modeling), 
Addendum To The 1997 ACM SIGPLAN Conference 
on Object-Oriented Programming, Systems, 
Languages, and Applications, pp. 6-9. 

El-Attar, M., 2011. UseCaseDiff: An Algorithm for 

Third International Symposium on Business Modeling and Software Design

146



 

Differencing Use Case Models, 9th International 
Conference on Software Engineering Research, 
Management and Applications, pp. 148-152. 

Jacobson ,I., Ericsson, M., Jacobson, A., 1995. The Object 
Advantage. ACM Press. 

Jürjens, J., 2004. Secure Systems Development with 
UML. Berlin, Springer. 

Kulak, D., Guiney, E., 2000. Use Cases: Requirements in 
Context. Addison-Wesley. 

Lilly, S., 1999,.Use Case Pitfalls: Top 10 Problems from 
Real Projects Using Use Cases, Proceedings of 
TOOLS USA, IEEE Computer Society,- pp. 174-183. 

McCoy, J., 2003. Requirements Use Case Tool (RUT), 
Companion of the 18th Annual ACM SIGPLAN 

Conference on Object-Oriented Programming, 
Systems, Languages, and Applications, pp. 104-105. 

OMG 2003, “UML Superstructure Specification”, Object 
Management Group, http://www.omg.org/docs/ptc/03-
08-02.pdf, 2003. [retrieved: October 2012]. 

Røstad, L., 2006. An Extended Misuse Case Notation: 
Including Vulnerabilities and The Insider. Threat. In: 
Proc. 12th Working Conf. REFSQ'06. 

Sindre, G., Opdahl , A. L, 2000. Eliciting security 
requirements by misuse cases. In 37th International 
Conference on Technology of Object-Oriented 
Languages and Systems, pp. 120–131, Sydney, 
Australia. 

APPENDIX 

Table 2: E-BNF grammar of the Ex-SMCD structure. 

S ::= UseCaseDescrption+ Actor+ MisuseCaseDescription* Miuser* 
 
Actor ::= ‘Actor:’ Name Specializes?  
 
MisuserActor ::= ‘Misuser Profile:’ Name Specializes? 
 
UseCaseDescrption ::=  NameSection 

AssociatedActorsSection? 
ExtendedSection?  
DescriptionSection? 
ExtensionPointsSection? 
MitigatesSection? 

 
MisuseCaseDescrption ::= MisuseCaseNameSection 

AssociatedMisusersSection? 
ExtendedMisuseCasesSection?  
DescriptionSection? 
ExtensionPointsSection? 
ThreatensSection? 
 

NameSection ::= ‘Use Case Name:’  
Abstract?  
UseCaseName  
Implements?  
Specializes? 
 

MisuseCaseNameSection ::= ‘Use Case Name:’  
Abstract?  
UseCaseName  
Implements?  
Specializes? 
 

Abstract ::= ‘ABSTRACT’ 
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Table 2: E-BNF grammar of the Ex-SMCD structure (cont.). 

Implements ::= ‘IMPLEMENTS ’ Name* 
 
Specializes ::= ‘SPECIALIZES ’ Name* 
 
AssociatedActorsSection ::= ‘Associated Actors: ’ Name * 
 
AssociatedMisusersSection ::= ‘Associated Misusers: ’ Name* 
 
ExtendedSection ::= ‘Extended Use Cases: ’  

UseCaseExtensions* 
 

ExtendedMisuseCasesSection ::= ‘Extended Misuse Cases: ’  
MisuseCaseExtensions* 
 

UseCaseExtensions ::= ‘Base UC Name: ’ Name 
(‘Extension Point: ’ EPName)? 
IfStatement? 

 
MisuseCaseExtensions ::= ‘Misuse Case Name: ’ Name 

(‘Extension Point: ’ Name)? 
IfStatement? 

 
AssociatedActorsSection ::= CharactersAndOrDigitsOrInclude* 
 
DescriptionSection ::= ‘Basic Flow:’ 

CharactersAndOrDigitsOrInclude* 
 

CharactersAndOrDigitsOrInclude ::= IncludeStatement |  
CharactersAndOrDigits 

 
IncludeStatement ::= ‘INCLUDE <’ Name ‘>’ 
 
ExtensionPointsSection ::= ‘Extension Points: ’ Name* 
 
MitigatesSection ::= ‘THREATENS ’ Name* 
 
ThreatensSection ::= ‘MITIGATES Name* 
 
IfStatement ::= ‘IF’ Condition 
 
Name::= CharactersAndOrDigits+ 
 
CharactersAndOrDigits ::= Character | Digit 
 
Character ::= ‘a’| ‘b’ |...| ‘z’| ‘A’| ‘B’|...| ‘Z’ 
 
Digit ::= ‘0’| ‘1’ |...| ‘9’ 
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Abstract: Small and medium-sized enterprises collaborate with partners to develop highly innovative and knowledge-
intensive products. Collaboration models describe in detail how this goal can be achieved. These models
can be supported by an implemented and executable version thereof. This paper describes an implementation
of a collaboration model from the European research project SmartNets using an automated interpretation of
artifacts. We explain the collaboration model, describe the implementation and evaluate our proposed solution
by means of an example from one of the projects industrial networks.

1 INTRODUCTION

Increasing complexity of products and processes,
condensed product life-cycles, quickly changing mar-
ket requirements and globalized competition are ma-
jor challenges that companies, and in particular Eu-
ropean small and medium-sized enterprises (SMEs),
have to face. The key to mastering these challenges
is an effective and efficient development, production
and marketing of new products, processes, and ser-
vices. For many SMEs, due to their limited avail-
ability of resources and their concentration on core
competences and niche markets, it is very difficult to
elaborate such innovations from the idea to the final
product completely on their own. Therefore, more
and more, SMEs collaborate with trusted partners in
loosely coupled development networks to combine
their knowledge and resources and to share the as-
sociated risks (Mazzarol and Reboud, 2008). Even
though there are several examples of success, the lack
of appropriate methods and tools to support conjoint
innovation within networks is still hampering the ef-
fectivity and efficiency of such collaboration (Dooley
and O’Sullivan, 2007). The objective of the European
research project SmartNet is to develop and to evalu-
ate methods and tools supporting collaborative devel-
opment and production networks in the product de-
velopment, in network coordination and in the trans-
formation from development to production1. For that,

1https://www.smart-nets.eu/, last accessed Dec. 6, 2012

SmartNet follows the concept of the smart organiza-
tion (Filos, 2006).

Social software solutions as information and com-
munication technologies could play a crucial role as
enabler for collaboration in future. They support the
conjoint documentation, exchange and elaboration of
information, and with the help of appropriate ICT sys-
tems, process models can be implemented and en-
acted, promoting and supporting the use of these pro-
cesses in the daily work. Although social software
provides manifold possibilities for a better support of
these challenges, current research is mainly focused
on the use of social software for advertising and mar-
keting purposes (van Osch and Coursaris, 2013). We
argue that social software can be used to endorse a
better support for collaborative product development.

In the following, the SmartNet Collaboration
Model, a model for collaboration in development
and production networks developed in the course of
SmartNet will be introduced. It will be demonstrated
how the model has been implemented on the projects
collaboration platform Tricia. Special attention will
be given to the SmartNet Navigator, a tool to assess
the process status of a development project. This pro-
cesses status is automatically computed with an own
substitution language that is utilized to present the
current progress of the involved artifacts in an inter-
active visualization. Its application in collaborative
product development will be evaluated with an exam-
ple from a project dealing with the conjoint develop-
ment of an innovative motorcycle helmet.
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	  Figure 1: Reference process - key element of the SmartNet Collaboration Model (Lau et al., 2012).

2 SMARTNET COLLABORATION
MODEL

In the operative planning, execution and control of
collaborative innovation activities, there are several
questions, which will continuously come up through-
out the development. Six generalized key questions
have been identified which will emerge in one or an-
other form (Lau et al., 2009):

• What do I have to do, and when shall I do it?

• How can it be done?

• Who can do it?

• How can I do what, and when?

• What shall I do when and with whom?

• How can I collaborate with whom?

The SmartNet Collaboration Model provides answers
to these questions by connecting three key elements of
collaborative development: process model for devel-
opment and production, internal and external actors,
innovation management methods and techniques (Lau
et al., 2009). Each element is described in detail with
numerous instances, e.g. with a list of roughly eighty
actual methods and forty-eight process activities. Fig-
ure 1 shows the complete reference process, to which
we will refer later on when discussing the particular
part of the SmartNet Navigator.

The relations between these three elements will be
attributed with values indicating support potential, i.e.
for which step in the process, which kind of actor is

best suited to be involved (Lau et al., 2012). A ded-
icated processing model is provided which explains
how these structures can be applied in the practice of
collaborative networks (Lau, 2012).

2.1 Implementation of the Model on a
Collaboration Platform

We implemented the above-described collaborative
process utilizing the Hybrid Wiki extension (cf.
e.g. (Matthes et al., 2011)) of the Enterprise 2.0 plat-
form Tricia. Hybrid Wikis are based on a non-rigid
typed system. They allow users to alter respective
models at runtime by modifying the contained data
on which it is based. Attributes and entities can be
added or removed by end-users in such an intuitive
manner that the actual process of modeling, steps into
the background and users are first and foremost con-
cerned about their data (data first, schema second).

2.1.1 Tricia - Hybrid Wiki for Enterprise
Collaboration

With Hybrid Wikis, collaborative work that is com-
monly based on a model in particular can profit from
the lightweight modeling approach. Hybrid Wikis do
not require a special syntax for modeling or contribut-
ing data, i.e. everyone may add and manage infor-
mation/knowledge, which is commonly referred to as
crowd sourcing. Besides the typical unstructured con-
tent, a Hybrid Wiki page also includes structured con-
tent consisting of key value pairs (e.g. management
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activity type and process phase in Figure 2). By de-
fault, an attribute added by an end-user is of the type
string.

The type can also be assigned to a value explic-
itly, which can be regarded as the schema definition.
A small icon appears to indicate that this is a type de-
fined by a so-called type definition. The actual type
assignment of a wiki page is as simple as adding ordi-
nary tags to a web 2.0 page. By assigning such a Type
Tag, the type definition refers to this concept (here:
activity type). In such a definition, each attribute may
be assigned a type, i.e. string, number, date, enumer-
ation, or a link to another page. In the latter case, also
the type of the target page can be specified. With these
type definitions, Hybrid Wikis cover the range from
not at all typed to strictly typed (mandatory attributes
with cardinalities) meta-models as in common rela-
tional database systems. Once defined, the type defi-
nition is applied to all instances of this type of pages.

	  

	  

Figure 2: Attributes of the activity type.

2.1.2 Elements of the Collaboration Platform on
Tricia

For the implementation of the SmartNet Collabora-
tion Model the extended functionalities of Hybrid
Wikis are essential. These above described func-
tionalities enable a contextualization of simple pages
to combine textual descriptions of process activities,
methods and actors and relations between these enti-
ties. The implementation of the collaboration model
was started with the reference process in Figure 1 be-

cause of its guideline characteristic. Every single ac-
tivity that is mentioned in this process is implemented
as a page of a special type, which is called activity
type. All activity types consist at least of an explana-
tion on what this activity is about and its position in
the reference process. The position in the reference
process is described by the process phase to which an
activity belongs and by its management activity type
from other activity types to identify possible previous
steps in the process. Accordingly, reverse relations
that can be found under Incoming Links in Figure 2
point out potential following steps. The storage of
that information enables the implementation of a kind
of workflow to suggest possible next steps on the ba-
sis which activity types were already finished. This
kind of structuring allows adapting the reference pro-
cess very flexibly to specific needs of different fields
of application. Due to the fact that these activity types
are one of the key elements of the collaboration model
these adaptations affect all other derived tools like the
SmartNet Navigator, which is deeply related to the
reference process. The second element of the col-
laboration model, which is already implemented on
Tricia, is a methodology to support the development
and the collaboration in the networks. In a first step,
around eighty methods - suitable for the application
in enterprise networks and across companys borders
- were identified and described on the project plat-
form. These descriptions consist of basic information
about the methods with strengths and weaknesses and
application guidelines to support the project partner
in implementing the methods into their development
projects. Also actors are implemented in a similar ap-
proach as type tag with various attributes, identifying
mostly their positioning in the supply chain. By this,
it will be possible to extract information about actors
from models of the network topology of the project
networks. Finally, the relations between the key el-
ements of the collaboration model were built. For
that, more information is required. For example, to
describe methods sufficiently, it is necessary to iden-
tify:

• Which results can be reached by applying the
methods,

• The activity types for which the methods are suit-
able, and

• Their contribution to knowledge management, in-
cluding required and created knowledge.

All this information was documented using the hy-
brid attributes of the Tricia system either by building
relations to other information (e.g. for the different
degrees of suitability), using prepared enumerations
(e.g. to categorize the method type and the build-
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Figure 3: Meta-model of the described SmartNet collaboration model.

ing blocks of knowledge management (Probst et al.,
1998)) or normal text (e.g. to specify input and output
knowledge). By using all this data it will be possible
to answer the six key questions presented in Section 2
in future.

2.1.3 SmartNet Navigator - Tool for Automated
Status Analysis

The automated status analysis is performed using a
substitution language developed within the Hybrid
Wiki project that can be used to query the data (at-
tributes) of the collaboration model. Their compu-
tation is based upon a meta-model that is shown in
Figure 3. The collaboration model consists of sev-
eral meetings that are part of a development project.
Meetings can contain activity types that might require
preceding activities as input. They can also be related
with a management activity type, e.g. project man-
agement, network management, and a development
phase, e.g., production and marketing.

An example instance for an activity type is shown
in Figure 2. Result pages are used to document the
findings from different activity types in a develop-
ment project. Activity types also contain tasks that are
assigned to respectively by users. Every task contains
a starting date and a deadline until the task has to be
finished. The progress of the status is tracked with
an attribute task status. In addition, a development
project can have several users who are responsible for
the project.

Figure 4 shows an example for the computation of
states for the process phase. Variable allStati is com-
puted containing all states from a particular process
phase by selecting all activitiy types from this phase.

The state of an activity is retrieved with a function
called statusOfActivityType. In the second variable
valid combinations for the visualizations of the result-
ing state are stored. Only in case both values are fi-
nalized (or open) the aggregated value is finalized (or
in-progress). In case the variable allStati is empty, the
process phase is regarded as finalized. Alternatively,
the variable is not empty and a higher-order function
is used to compute the aggregated value of all con-
taining activities.

3 PRACTICAL APPLICATION

The SmartNet Navigator is applied in all three indus-
trial networks of the SmartNet Project. From the be-
ginning of the project all partners started document-
ing their development activities such as meetings and
tasks by using the Tricia platform. Using the possibil-
ities of the hybrid attributes, provided by the platform,
enables the industrial partners to extend the basic in-
formation with additional data as for instance start-
ing date and deadline for tasks and participants and
location for meetings. In addition to this very con-
tent specific information they related all their devel-
opment activities on the one hand to certain develop-
ment projects and on the other hand to activity types.

The following chapters give an exemplary view of
the situation in one of the industrial networks with a
short description of the network and the targeted prod-
uct and the realization of the SmartNet Navigator.
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	   statusOfProcessPhase 
 
1: let allStati = find("activity type", "Process phase", ph) 
2:   .select(?(at) (this.statusOfActivityType(at))) in 
3:  
4: let combine = ?(s1,s2) ( 
5:    s1.equals("finalized").and(s2.equals("finalized")) ? "finalized"  
6:       : s1.equals("open").and(s2.equals("open")) ? "open" : "in-progress") in 
7:    
8: allStati.isEmpty() ? "finalized" : 
9: allStati.aggregate(combine, allStati.first()) 
 
statusOfActivityType 
 

10: let meetingStatus = this.statusOfMeetings(at) in 
11: let taskStatus = this.statusOfTasks(at) in 
12:  
13: this.noResultsForActivityType(at) ? ( 
14:    meetingStatus.equals("open").and(taskStatus.equals("open")) ? "open"   
15:       : ( meetingStatus.equals("finalized") 
16:          .and(taskStatus.equals("finalized")) ? "finalized" : "in-progress")    
17:       ) : "finalized"   

Figure 4: Code listing computing states of the process phase executed when loading the SmartNavigator.

	  

Figure 5: The SmartNet Navigator of the Innovative Helmet Network with an automated interpretation of artifacts.

3.1 Introduction to the Innovative
Helmet Network

The Innovative Helmet Network (IHN) mainly con-
sists of three SMEs that are supported by a research
organization and a consultancy. Together they are
developing a new motorcycle helmet, which will be
made out of completely new materials with special
properties. This new helmet will reach a new level in
protection and will give more freedom to the designer
especially in shape and size. Besides the development
of this new helmet, the network also develops new
production technologies and processes to increase the
effect of the new material.

To handle the arising challenges, the core of the
network consists of a chemical company which is re-
sponsible for the development of the material and its
processing, a product engineering and manufacturing
company which has a lot of experience in the develop-

ment and production of protection gears for different
fields of application and which will be the manufac-
turer of the final helmet.

The third partner in the network is an engineer-
ing consultancy with main focus on technical de-
sign, which supports both other partners and co-
ordinates the collaboration during the development
phases. Both associated partners support the network
in general issues, e.g., management and protection of
intellectual property rights (IPRs), the application of
innovation management methods and the SmartNet
Collaboration Model.

3.2 SmartNet Navigator Supporting the
Development Network

Product development is a complex and challenging
topic in particular in networks of several enterprises.
In this network context the enterprises need some
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space where they are able to collaborate, share knowl-
edge and information, document and coordinate their
work with each other. For this specific network that
participates in the SmartNet Project the partners use
the project collaboration platform ’Tricia’ to face all
these issues.

Typically for the industry sectors, documentation
will only be done if it is either recommended or re-
quired due to quality or risk assurance or the enter-
prises really can benefit from it. Thus, the SmartNet
Navigator has to consolidate the documentation of all
development activities to show the current status of
the collaborative development project. This automat-
ically interpreted status supports the coordination of
the collaborative product development project.

For the IHN this means that all meetings, tasks and
results that were documented on the project platform
are related to activity types and to the development
project they contribute to. Based on the rules exem-
plarily described in Section 2.1.3 the SmartNet Nav-
igator application calculates the current status of the
development project and visualizes (cf. e.g. (Hauder
et al., 2012)) the result as shown in Figure 5.

This example shows that the IHN has collected
and formulated their ideas (M2 is finalized; colored
green) on how this new motorcycling helmet should
protect its bearer. They are currently working on the
processing of the new material to set up several proto-
types of the complete helmet. Parts of it like the inner
shell have already been tested against the homologa-
tion criteria (see Prototype test (α-test) in Figure 5).

Obviously, the SmartNet Navigator in Figure 5
reveals several open (grey) or in-progress (orange)
modules and activity types owing to insufficient docu-
mentation or switching between several activities and
forgetting to finalize or start them. In both cases the
SmartNet Navigator reminds the team on the one hand
to finalize the activities and on the other hand to col-
lect all information they may need in later activities
when it is easy to get them. A second big advantage
for the network or single decision makers is to get a
quick overview on the current status of the develop-
ment.

4 CONCLUSIONS

The SmartNet Navigator helps enterprises acting in
collaborative networks to identify states of develop-
ment projects. Network partners highly esteemed this
aggregated view, as it gives a good overview at a sin-
gle glance and serves as a nice instrument to evaluate
the information basis. The information about the cur-
rent state will be used for further implementation of

tools supporting the application of the collaboration
model itself, e.g. by using the information to propose
methods and techniques of innovation management to
the users or to recommend network partners.

REFERENCES

Dooley, L. and O’Sullivan, D. (2007). Managing within dis-
tributed innovation networks. International Journal of
Innovation Management (ijim), 11(03):397–416.

Filos, E. (2006). Smart organizations in the digital age. Inte-
gration of Information and Communication Technolo-
gies in Smart Organizations. Idea Group Publishing,
Hershey, pages 1–38.

Hauder, M., Matthes, F., Roth, S., and Schulz, C. (2012).
Generating dynamic cross-organizational process vi-
sualizations through abstract view model pattern
matching. Architecture Modeling for Future Internet
enabled Enterprise.

Lau, A. (2012). Methodisch-technologische Unterstützung
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Abstract: This paper describes a case study of Enterprise Resource Planning (ERP) implementation in a public-private 
partnership organisation. The primary focus of the study is to explore, from a holistic view, how Return On 
Investment (ROI) can be achieved through effective management of roles and responsibilities in an ERP 
implementation context. The paper starts with an introduction, which includes highlights from the literature 
indicating the significance of roles and responsibilities management among various ERP stakeholders. The 
introduction is followed by a brief description of the research methodology used, and then followed by a 
description of the chosen case study for this paper. The case is then analysed with more focus on how roles 
and responsibilities among ERP stakeholders interrelate with the implementation outcomes. A separate 
section is dedicated to extracting appropriate lessons that improve ROI from ERP investment. The findings 
from the case are assessed through the literature and a published case study that is addressed to ERP 
stakeholders. The result of discussing the case findings will be presented in a new version of the 
management framework for the stakeholder’s roles and responsibilities in the context of ERP. 

1 INTRODUCTION 

ERP is a system that consists of an integrated 
commercial software solution which fulfils the 
function of uniting the different functions of an 
organisation (Ifinedo & Nahar, 2009).  One of the 
key benefits which are perceived to be associated 
with the implementation of an ERP system is the 
fact that it enables managers to have a holistic 
perception of the workings of the organisation and, 
as a consequence, the popularity of such system 
implementations has grown rapidly. Indeed, the 
benefits which are associated with ERP systems are 
perceived to be so strong that ERP systems have 
been widely heralded as one of the most significant 
developments to have taken place in the field of 
organisational information systems within the last 
decade (Grabski, Leech and Schmidt, 2011). 

Al.Rashid, Al.Shawi and Al.Mashari (2009) 

review relevant literature and found ERP 
stakeholder perspective is a wide research area 
where authors suggested studying relationships 
amongst stakeholders at all implementation levels as 
well as the success of the implementation. 

Research which has been conducted by Arlbjorn 
and Haug (2010) suggests that the key reason for the 
failure of ERP implementations is due to the fact 
that the methods used to manage the human issues 
which arising from the ERP implementation are 
ineffective. 

According to research which has been conducted 
by Madhani (2012), the implementation of a new 
ERP system can result in significant changes in the 
management processes, culture and structure of an 
organisation and the success of the implementation 
of a system therefore requires a holistic view of such 
changes to be adopted. Murphy, Chang and 
Unsworth (2012) has conducted a series of case 
studies to argue that an insufficient amount of 

157



 

attention has been dedicated to managing the effects 
that the new ERP system is likely to have on the 
culture of the organisation. This work has given rise 
to recommendations that a more cohesive and more 
comprehensive approach is adopted, which 
acknowledges and manages the changes that the 
ERP system has on the entire range of stakeholders 
which exist within the organisation. 

However, despite the array of advantages which 
are associated with the implementation of ERP 
systems, this is belied by the large number of high 
profile ERP failures which have been discussed 
within the media. For example, in a survey which 
was conducted by Murphy et al (2012) of 250 
companies, it was found that the proportion of 
companies who stated that they were ‘very satisfied’ 
with their ERP system was just 10 per cent in 2010, 
while the number of companies who claimed that 
they were ‘very dissatisfied’ with the outcome of 
their ERP system rose significantly from 2 per cent 
in 2006 to 31 per cent in 2010 (Tiwana & Klei, 
2010).  

There appear to be a number of reasons why the 
reputed benefits which are associated with ERP 
systems fail to materialise for many companies.  

A study by Burns (2008), that sought to discover 
the ten most frequent selection and implementation 
mistakes of 2007, found that clearly defined roles 
and responsibilities were amongst the key factors 
vital to the success of ERP implementation.  

A recent survey study of ERP implementation in 
the retail sector in India, conducted by Garg and 
Garg (2013) found evidence that the management of 
stakeholders’ roles and responsibilities was crucial 
to success. 

In fact a review of the literature regarding critical 
success factors (CSF) in ERP implementation, 
conducted by Finney and Corbett (2007), resulted in 
a key finding being made, namely that there was a 
huge gap in the literature regarding what key 
stakeholders perceived as the CSF that resulted in 
implementation success, which suggests that their 
views are not considered valuable nor is the 
effective management of their roles and 
responsibilities. 

Al.Rashid et al (2012) attempted to study ERP 
implementation from a stakeholder’s management 
through a case study of an agricultural organisation. 
The study is concluded by producing a framework 
(Figure 1). 

 

 

 
Figure 1: Framework for the first revision of the roles and 
responsibilities among stakeholders. Source: Al.Rashid et 
al (2012) pp 70. 

This framework is based on a single case study 
and limited to the preoperational stage of ERP 
implementation only. It did not address the two 
stages of the core and post implementation. 
Therefore, this paper aims to test the framework 
using another ERP implementation case study and to 
expand the framework to cover part of the issues 
needed for the other two implementation stages; i.e. 
implementation and post implementation. A new 
version of a holistic framework is then developed 
that can assist in improving ROI from ERP 
investment through effective management of 
stakeholders. 

2 RESEARCH APPROACH  

This paper has chosen another exploratory study of 
ERP implementation from a stakeholder’s 
perspective, through qualitative data collection, to 
verify the applicability of the existing framework 
(Figure 1) and suggest how the framework can be 
enhanced.  

ServCo is a given name for a public-private 
partnership organisation to manage water supply 
services. ServCo’s experience in implementing ERP 
is studied in the context of effective identification 
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and management of the roles and responsibilities of 
various stakeholders involved or affected by the 
implementation.  The data collection followed a 
qualitative approach through a number of interviews 
with key personnel involved in the implementation 
at different stages. Other sources of data collection 
are used to complement and assess the data collected 
from interviews including various documents such 
as implementers’ proposals, status reports, power-
point presentations, minutes of meetings, etc. The 
data is then analysed and discussed through 
supporting related literature and the case study by 
Al.Rashid et al (2012). The discussion of findings from 
this case is concluded with a holistic framework of 
effective management of roles and responsibilities 
which can be considered as an enhanced and 
upgraded version of the framework (Figure1) that is 
suggested by Al.Rashid et al (2012). 

3 CASE DESCRIPTION  

A government decree is announced in a developing 
country requesting Ministry of Water to privatise 
water services. To prepare a new company for 
business, the Ministry started the development of 
support finance, HR and logistic policies and 
procedures for the new organisation including the 
initiation of supporting information systems. 

The CEO decided to adopt the same ERP 
solution that has been just implemented in the 
Sewage organisation (another entity governed by the 
Ministry).  

The purchasing department in the Ministry of 
Water produced a public Request For Proposal 
(RFP) for an ERP service, where a number of IT 
consulting companies applied. The technical 
committee awarded one implementor (I-a), who had 
just completed ERP implementation in the water 
desalination organisation. The contract, also 
developed by the Ministry contracting department, 
states that ‘I-a’ should complete the implementation 
in eight months in the centralised region only before 
adding a second region that has recently fallen under 
ServCo’s responsibility.  

A month later, ServCo announces that it has 
signed an operations and maintenance (O&M) 
agreement with the technical partner to manage the 
operations of the second region. Gradually, I-a 
became more and more frustrated because the 
requirements for changes never stopped, and they 
were unable to complete the remaining 
implementation activities.  

3.1 Operations & Maintenance (O&M) 
Partnership  

The ERP team was not aware of the contract signed 
between ServCo and the O&M partner. Six months 
from the O&M signing date, the ERP teams received 
several enquiries about the ERP implementation 
status. The ERP team discovered that ServCo 
appointed the O&M partner to manage the 
operations and maintenance by which they need an 
ERP system to facilitate their activities. ERP project 
manager explained clearly that ERP plans did not 
include any consideration of the new requirements 
of the O&M partner. A formal report by the O&M 
partner submitted to ServCo stating clearly that the 
ERP implementation is significantly delaying the 
O&M handover plans. The report includes specific 
rectifications and a road map that includes several 
alternatives for ServCo to recover the situation by 
aligning ERP with the O&M plans. One week later, 
the ERP project manager circulates a memo that sets 
out clearly a fast-tracked ERP release to fulfil the 
partnership agreement with the O&M partner.  

During the ERP fast-track implementation 
process, a new CIO is hired to manage all 
information systems requirements. The first priority 
assigned to him is to assure all O&M information 
systems requirements are fulfilled including 
consistency and integration with ERP 
implementation. The CIO takes the lead in capturing 
all necessary tasks needed to meet this mission and 
starts a new discussion with the implementor ‘I-a’. 
The implementor responds that these requirements 
are new and require a new implementation 
assignment. The CIO takes a firm stand and decides 
to black list ‘I-a’ and refuses to release their 
remaining payments. This conflict with the existing 
implementor urges the CIO to find an alternative 
implementation partner. The implemented modules 
are self-explained in table 1. 

Table 1: Implemented modules in Phase I. 

Areas AS IS Modules 

Finance G-Ledger & Account Payable 

Supply Chain Inventory & Purchasing 

Human Resources HR & Payroll 

A new implementor ‘I-b’ is hired for a six month 
contract to provide post-implementation 
maintenance and support services for selected ERP 
modules.  
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3.2 The Emergence of the Third ERP 
Implementor 

In parallel to the assignment of ‘I-b’, the CIO is 
developing a long-term plan that can assure 
fulfilment of O&M ERP requirements. An 
International implementor is hired to conduct a total 
assessment review of the existing implementation 
gaps. The process starts by stating a number of 
objectives that include evaluating the actual 
modules/functionalities installed in ServCo to assess 
of the current usage of the system, functions 
activated but not used, functions not used and 
recurring issues. The assessment includes also 
evaluating the completeness of current 
implementation for the implementation of the new 
module requested for phase II.  

The assessment is concluded by a detailed report 
that includes gap analysis for all implementation 
areas. Those gaps were categorised based on the 
severity level (Table 2). 

Table 2: Analysis of the Implementation 
Gap Categories Distribution. 

Severity 

Area H M L Total 

All 1 1 2 
Finance 2 34 10 46 
HR 1 9 47 57 
SCM 4 4 2 10 
Finance & SCM 2 2 

Total 9 48 60 117 

Two months after ServCo reviews and discusses 
the assessment review the ‘I-c’ is awarded to 
implement the third cycle. ServCo & ‘I-c’, who are 
announced as the strategic partner in information 
technology, celebrate the new project, which will 
significantly contribute towards raising the 
efficiency and the quality of the services offered by 
ServCo. The new project is introduced as a global 
initiative that seeks to transform and enhance the 
way ServCo operates its business and delivers its 
service to customers. More specifically, the 
transformation is claimed to arrive through unified, 
lean and robust business processes and state-of-the-
art technology. Customers are expected to benefit 
from the project, through a Customer Care & Billing 
system. Also employees have been promised that 
they will benefit from the project, thanks to the new 
maintenance processes and the implementation of 
the enterprise asset management system. The 

implementation starts with close coordination 
between the two project managers i.e. from ServCo 
and from ‘I-c’ where each project manager 
facilitates the resources and services required by the 
implementation. In parallel with the normal 
implementation process, the change management 
team sets up a ServCo college to take care of all the 
required training. The college trains nearly twenty 
five trainers who take on the training of the end 
users. The implementation is completed on-time and 
‘I-c’ advertised the perceived implementation 
benefits are achieved.  

4 ANALYSIS  

The analysis of the case suggests implementation is 
to be divided into three phases (Table 3).  

Table 3: Implementation phases. 

No  Implementation Description 
1st Phase  

(I-a) 
Preparation activities that include the 
development of the policies & 
Procedures, selection process and 
contract development. Core 
implementation of the As-Is of ERP 
modules based on the policies & 
procedures developed in the first phase. 

2nd Phase 
(I-b) 

A new implementor hired  to provide 
support and to renovate the existing 
Implementation 

3rd Phase 
(I-C) 

The advance implementation that covers 
all user requirements and the operations 
and maintenance partner considerations. 

4.1 High Level Stakeholders 
Identification  

The high level stakeholders involved at the initiating 
ERP implementation process are the Ministry of 
Water, the Ministry of Finance and the Operations 
and Maintenance partner (Figure 2). 

 
Figure 2: High level stakeholders of the first 
Implementation Cycle. 
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The Ministry of Water at the time of adopting 
ERP is the sponsor of water services in the whole 
country. Therefore, ServCo business practices are 
dominated by inherited government culture and 
practices. The Ministry of Finance governs all 
financial transactions across ministries. Its mandates 
include the management of the expenses and 
revenues of all ministries. This includes the unified 
government purchasing system that is used to award 
the first implementor ‘I-a’.  

For newly set up companies purchasing 
sophisticated systems like ERP, government 
purchasing systems can be seen as inappropriate 
since the stakeholders involved in the purchasing 
process lack adequate knowledge to make ERP 
purchasing and contract decisions. 

This can justify why the contract and the scope 
of the first implementation can be seen as 
inappropriate to the nature of ERP implementation. 
It is obvious that stakeholders involved from both 
ministries including purchasing and contracting 
departments have dealt with ERP as an off-the-shelf 
software type of product. No considerations are 
made towards the need to review and improve the 
business process for ERP to succeed. For example, 
the process of managing and organising fragmented 
warehouses is underestimated and hinders several 
ERP functionalities from being used due to the huge 
amount of data that needs to be prepared and the 
processes that need changes.  

Besides the knowledge gap within different 
stakeholders involved from the two ministries, there 
is a clear roles and responsibilities gap at that stage. 
A clear example is why the ERP team disengaged 
from the O&M partnership agreement. 

In fact, the ERP implementation team may be 
shocked with the magnitude and un-criticality of the 
operations and maintenance partner’s requirements 
that should have been thoroughly considered at early 
implementation phases. The proposal by the O&M 
partner indicates clearly before the contract is signed 
that ERP is expected to be ready before operations 
are started. However, the purchasing and contracting 
stakeholders who prepared the contract never 
communicated this to ERP team in a timely manner. 
All stakeholders drift from bearing the responsibility 
of such a mistake Figure 2 demonstrates that ERP is 
centred on three stakeholders who lack consistency 
and integrity in their requirements. 

That poor management of roles and 
responsibilities has cascaded down through lower 
levels to line managers and end users who become 
part of the dilemma because of the lack of clarity in 
the definition of their roles and responsibilities. 

During the requirements definition, the response 
from end users was slow and incomplete. This 
behaviour by end users increased the frustration of 
‘I-a’ as this is expected to delay the implementation. 
End users stated that they received conflicting 
directions from two parties.  

The first party is their line managers who tried to 
comply with ERP implementation instructions and 
guidelines, while the second party is the operating 
and maintenance partner who used their power from 
the mandate obtained from the contract. 

This scenario that first started from poor 
management of roles and responsibilities resulted 
into ERP failure during first implementation cycle 
(Figure 3). 

 
Figure 3: Relationship between R&Rs & ERP failures. 

4.2 Policies & Procedures Focus  

The attempt at gaining a head start by developing 
policies and procedures for ServCo through the use 
of management consultants has heavily affected the 
implementation.  

Those policies and procedures become the 
primary source for the definition of ERP 
requirements. When functional managers are hired 
by ServCo at a later stage they found that large 
requirements gaps are missing from the current 
configuration. End users found HR modules 
inflexible to cope with real business practices. This 
finding can be seen in the tendency by several end 
users to manage core business operations outside the 
system as much as they could, which defeated the 
point of adopting such advanced systems like ERP. 

The driving forces of expediting and developing 
policies and procedures before hiring line managers 
are understood. However, the complete ignorance of 
key stakeholders in the requirements definition by 
relying only on policies and procedures can be seen 
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as an explicit mistake. Policies and procedures are as 
good as business owners understand and use them in 
practice. However, in ServCo’s case not only were 
business owners disengaged from the development 
process of those policies and procedures but also it 
had never been used in the company. ERP modules, 
therefore, are designed on a very weak base as 
regards defining the requirements. As a result, the 
outcome of the first implementation cycle is poor in 
terms of assisting HR practices, most of the issues 
are resolved outside the system and ultimately 
another implementation is initiated. The ROI from 
ERP investment is then significantly decreased since 
the return has to cover double of the cost.  
 
 
 
 
 
 
 
 

 
 

 

 

Figure 4: Relationship between disengagement of 
Stakeholders & ERP failures. 

4.3 Can the Case Considered 
Successful or Failure? 

The holistic review of the implementation process 
including the various implementation cycles leads to 
the conclusion that deciding whether the 
implementation is successful is problematic.  

The second and the third implementation cycles 
can be considered successful. Both projects are 
completed on time, according to budget and the 
objectives are achieved. On the other hand, the 
experience of the first implementation cycle was one 
of failure. The project was not completed, the cost 
and the time is over run. The combination of three 
cycles indicates that ultimately ERP achieved most 
of its target benefits however ROI is significantly 
less than what it should be as ServeCo invested in 
two extra unplanned projects to achieve the same 
objectives. 

Despite these implementation deficits, ERP 
implementation produced side-gains. First, the hard 
lessons from the first implementation cycles 

motivated the company to focus significant attention 
on change management. Second, the organisation 
learned the significance and the importance of 
managing roles and responsibilities to ERP success; 
which can be demonstrated by the examples of table 
4 & 5. 

5 LESSONS LEARNED  

A number of lessons which fall under the category 
of the management of roles and responsibilities 
among stakeholders are discussed in the following 
sections 

5.1 R&Rs Lesson from the Second 
Cycle 

While analysing the project plan start-up activities 
the conclusion can clearly be drawn that the 
implementer has suggested a very clear, realistic and 
fair roles and responsibilities definition. The ServCo 
project manager demonstrated excellent leadership 
in assuring a full commitment to the definition of 
those roles and responsibilities. The second 
implementation cycle project manager offered the 
following description: 

‘‘The second implementor has successfully 
absorbed the legacy implementation issues, rectified 
all pending problems, implemented needed additions  
and produced excellent support services. The roles 
and responsibilities definition provided by the 
implementor has proven to be a prime success factor 
that paved the route for the third implementation 
phase success’’ 

Table 4: Roles & responsibilities examples from 2nd 
phase adopted from ServCo project documents. 

Role/Respon
sibility 

Activities for the Role 

ServCo 
Project 
Sponsor 

1. Provide management sponsorship and 
direction to the project  

2. Provide limited time for executive 
interview and review project progress  

3. Chair the steering committee meeting  
ServCo 
Project 
Manager 

1. Conduct reviews and weekly status 
meeting  

2. Engage with I-b support manager in 
decision making process around – 
support processes  

3. Facilitate management decision and 
approvals.  

4. Single point of contact for I-b team 
from communication perspective  

Rigid Policies & Procedures 

Disengagement of Stakeholders 
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5.2 R&Rs Lesson from the Third Cycle 

The third implementation cycle can be seen as the 
most successful project. The roles and responsibility 
management have been developed and improved 
exponentially during this implementation cycle. 
Table 5 demonstrates how roles and responsibilities 
of the core implementation members have been 
defined. 

Table 5: Roles & responsibilities examples from third 
phase adopted from ServCo project documents. 

Team
 

R
ole 

Tim
e 

Description 

PM
O

 

P/D
 

20%
 

Project Director will be involved also 
in planning and mobilising Finalisation 
(leverage Compass resource) 

PM
O

 

PM
  

60%
 

SERVCO PM in Plan phase is assumed 
high level of involvement based on the 
nature of the phase 

PM
O

 

PM
O

/A
 

40%
 

Support of PMO (leverage Compass 
resource) 

Functional 

B
L 

30%
 

Usually he is a selected and trusted 
representative of Business Users 
Functions, with corporate visibility and 
authority – He will act as gateway with 
BU for Planning of Workshop to be 
held in Analyse phase. He will act as 
the gateway for the user’s community, 
facilitating communication and 
decision making.   

Techno Team
 

IT  

30%
 

Specific Skills in current IT capabilities 
supporting such processes. Able to 
discuss/ report/ communicate on 
current practices, and act as a catalyst/ 
change agent on to-be practices. In this 
phase just one at HQ level 

C
hange Team

 

C
/M

  

20%
 

Representative of HR department  - To 
cover also the Change Management 
part – He will be assumed to be the 
gateway with Business Users for 
Training needs and schedule 
finalization and for the Communication 
Plan (leverage Compass resource) 

C
hange 

T
eam

B
A

/C
 

40%
 

Assist the Change Manager in his daily 
work 

PD: Project Director CM: Change Manager BA/Change: Business 
Analyst Change PM: Project Manager  

6 DISCUSSION OF FINDINGS  

The holistic review of the lessons learned indicates 
the significance of proper identification of 
stakeholders in the implementation at initiation stage 
of the project. ROI would have substantially 
increased if the proper stakeholder’s identification 
had been made at the initiation ERP stage. The three 
implementation projects could have been reduced 
into one project with two phases. These ROI 
improvements would have been derived from 
shortening implementation cycles, reducing 
consultants’ involvements and optimising the 
internal resources that had to be dedicated for ERP 
implementation for a long time.  

This finding is in line with the study by Alrashid 
el at (2012) for an ERP implementation case in the 
agricultural field. In that case the implementation 
only achieved most of its targets in the third 
implementation cycle as a direct result of poor 
management and identification of the roles and 
responsibilities among ERP stakeholders. This is 
exactly the scenario in ServCo’s case as the 
implementation achieved most of its benefits in the 
third implementation cycles. Both cases indicate that 
failure to follow the existing framework 
recommendations (Figure 1) in terms of proper 
identification of stakeholders and the roles and 
responsibilities agreement before deciding to start 
the implementation resulted in several 
implementation difficulties that adversely affect the 
ROI.  

However, the case of ServCo provides additional 
contribution to the framework; which relates to the 
need to audit and review the application of roles and 
responsibilities among ERP stakeholders during the 
implementation process. More specifically, such an 
audit process needs to be conducted before the 
decision to go-live.  Figure 4 shows how the two 
assessment reviews by qualified consulting firms 
assist in identifying ERP implementation deficits; 
consequently, ServCo amends the roles and 
responsibilities matrix among stakeholders in line 
with ROI targets. Such audit process needs to be 
included in the ERP project master plan. This is will 
assist ERP sponsors to use the audit outcomes to 
assess implementation outcomes and to take 
necessary rectification actions. Proper identification 
of implementation issues in a timely manner enables 
ERP sponsors to preserve ROI by freezing 
implementation costs and expediting ERP benefits.  
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7 DERIVING THE FRAMEWORK  

The discussion of analysis of the three 
implementation cycles can be better represented by a 
framework of how effective management of roles 
and responsibilities among various ERP stakeholders 
can improve implementation outcomes. The derived 
model can leverage and be integrated with the 
framework (Figure 1) by Al.Rashid et al (2012) that 
covered the first part of the ERP initiation stage 
only. It can also combine the necessity of including 
the audit process before the go-live as explained in 
Figure 4. 

The result of the audit process can either be 
positive findings where implementation can progress 
further to the go-live and lead to ERP success. A 
second probability, that the audit process indicates 
improvement opportunities where a rework process 
is needed and further rectifications are required 
before the next audit process can be conducted 
Figure 6. The integration between the prior research 
findings framework (Figure 1) and the extracted 
lessons of conducting an audit process (Figure 4) 
can be combined to produce an advance version of 
the framework (Figure 6). The framework can be 
divided into a number of groups.  

Firstly, it suggests that ERP implementation 
should be divided into three phases, preparation, 
implementation and go-live & post implementation. 
Through the three phases approach ERP sponsors 
can intervene wisely to define and review the ROI 
and the roles and responsibilities. Two main points 
for their intervention are suggested between the 
three phases. The first point is at the time of signing 
the contract with the ERP vendors and announces 
the starting of ERP. The second review point is 
before the go-live where the audit process includes a 
full review of the ROI status and the management of 
the roles and responsibilities. 

Secondly, the framework recommends a proper 
understanding of driving forces that brought ERP as 
a business case into the organisation. This is 
expected to pave the way for setting and defining the 
project scope and objectives before stakeholders can 
be assigned and made accountable for achieving the 
target ROI.  

Thirdly, there are the preparation activities 
before the implementation starts, including proper 
planning centred on effective stakeholder’s 
identification and concluded by producing the first 
roles and responsibilities agreement among various 
ERP stakeholders.   

Fourthly, there is the core implementation 
activities process in which the framework is 
suggesting a comprehensive audit of the roles and 

responsibilities among all stakeholders before 
committing to the go-live, unless the audit confirms 
a successful roles and responsibilities review go-live 
should not be approved.  

Finally, the implementation can safely progress 
to the go-live and post implementation plans where 
roles and responsibilities among ERP stakeholders 
by that stage are to be seen as an embedded part of 
the organisational culture. Once this is achieved; this 
can ensure optimal ERP ROI is always achieved 
during the continuous ERP improvements. 

 
Figure 5: The audit process Vs. implementation cycles. 

8 CONCLUSIONS  

The paper has explored the research and conclusions 
from ERP literature that the management of roles 
and responsibilities among various ERP stakeholders 
is significant. Prior research suggests a framework 
centred on the management of stakeholders to 
improve ROI (Figure 1). That framework covers 
only the initiation stages of the implementation. A 
case study of a public-private partnership 
organisation is studied to verify the applicability of 
that framework and to extend it to cover the 
implementation and post implementation stages. The 
case has been described; analysed in a qualitative 
manner and related lessons have been extracted. The 
analysis shows, through examples from the case, 
how ROI is adversely affected as a direct result from 
the absence of the management of effective roles 
and responsibilities and the failure to implement the 
existing model at the initiation implementation 
stage. The findings of the analysis have been 
discussed using the existing framework from the 
previous case by Al.Rashid et al (2012). The paper 
found that ERP sponsors are urged to prioritise and 
carefully plan for a comprehensive audit process of 
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the roles and responsibilities before deciding has to 
move to the go-live stage and discard legacy 
systems. The audit results assist ERP sponsors to 
take the necessary actions that rectify 
implementation mistakes and assure optimal results 
are achieved from the go-live and post 
implementation. The results of the findings and 
discussions have then been integrated with the 
existing framework in the form of a framework 
(Figure 6).  
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Abstract: System Dynamics enables modelling and simulation of highly non-linear feedback systems to predict future
system behaviour. Parameter estimation and equation formulation are techniques in System Dynamics, used
to retrieve the values of parameters or the equations for flows and/or variables. These techniques are crucial
for the annotations and thereafter the simulation. This paper critically examines existing and well established
approaches in parameter estimation and equation formulation along with their limitations, identifying perfor-
mance gaps as well as providing directions for potential future research.

1 INTRODUCTION

As the world increases in complexity, so too do the
myriad systems that comprise it: from products such
as mobile phones and automobiles, to large and small
scale businesses, to our transportation system and
even to climate change. These complex systems can
be characterized as multi-dimensional, highly non-
linear, and containing dynamic feedback. The field of
System Dynamics has long been used to model, un-
derstand, and predict the behaviour of these complex
systems. Business Dynamics, a specialized offshoot
of System Dynamics, has been particularly success-
ful in examining and analysing the complex business
models of todays commerce (Sterman, 2000). For
example, envision a business analyst whose goal is
to try and predict the behaviour of customers, par-
ticularly their trend in returning to business. Using
the Systems Dynamics approach, she starts by famil-
iarising herself with the business, including all im-
portant processes and strategic goals. She then col-
lects all influencing elements on the customer and
connects them together to create a meaningful Sys-
tems Dynamics model. After some reiterations and
further discussions with the process owners, prod-
uct managers, and customers, she finally has a suf-
ficiently accurate model to address the returning cus-
tomer scenario. Up to this point, she has leveraged
her skill and expertise in defining and understanding
the problem, and has stayed well within her bound-
ary of knowledge and capability. The next critical

step, however, involves defining the parameter values
and equations in her model, which drive the simula-
tions. Even though she has access to stored business
data, as well as some stock estimation techniques, she
still needs to manually determine the parameters and
equations in her model (Peterson 1976). This process
has traditionally been found to be time consuming,
cumbersome, resource intensive, and often necessi-
tates a level of mathematical and technical expertise
that may or may not be consistent with the analysts
basic knowledge set of the initial problem. In addi-
tion, by virtue of this process being a manual one, the
opportunity for error increases dramatically.

This process, called Parameter Estimation and
Equations Formulation (PEEF), is arguably the most
critical step in the entire modelling process, since it is
key to reliable and sufficient system behaviour simu-
lations. But it is also one of the most challenging tasks
in the traditional System Dynamics process. This pa-
per begins with a survey of the state of the art ap-
proaches to parameter estimation and equation for-
mulation in a System Dynamics model. A detailed
overview of these concepts is provided, and advan-
tages and limitations are then summarized and dis-
cussed. The paper concludes by making a strong case
for the automation of the PEEF process, in order to ul-
timately improve the overall efficiency, accuracy, and
effectiveness of the System Dynamics approach.
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2 BACKGROUND

This section contains a brief explanation of the Sys-
tem Dynamics concept. The authors introduce the
eight step modelling process by Burns, and discuss
PEEF.

2.1 Overview of System Dynamics
Concepts and Modelling Processes

The concept of System Dynamics has been widely ap-
plied to a large variety of fields, be it the simulation
and modelling of enterprises in ”Industrial Dynam-
ics” and city growth in ”Urban Dynamics” as shown
by (Forrester, 1961) and (Forrester, 1971), the world
population in ”Limits to Growth” (Meadows et al.,
1972), the System Dynamics National Model as sim-
ulation of social and economic change in countries
(Forrester et al., 1976) or the decline of the Mayan
empire in history (Hosler et al., 1977), among others.
These systems under study are highly non-linear dy-
namic systems which are continuously changing over
time. They consist of both static parameters, which
never change during each simulation run, and vari-
ables which may or may not change during simula-
tions. These parameters and variables are mostly in-
terdependent, meaning that there are circular depen-
dencies in the system under study. System Dynamics
modellers incorporate the circular dependencies by
modelling feedback loops to visualise cause and ef-
fect with causal loop diagrams (CLD) and/or state and
flow diagrams (SFD). The figures 1 and 2 illustrate a
CLD and an SFD representing an economic problem
of returning customers, which also contains a feed-
back loop. A feedback loop in a system can either be
characterised as balancing or reinforcing. Balancing
loops drive the system behaviour sooner or later to-
wards a steady state, thus equilibrium, whereas rein-
forcing loops emphasise the growth itself, either pos-
itive or negative in each iteration of the loop. The
CLD and SFD are widely accepted in the System Dy-
namics community and support the modellers under-
standing of the system under study, as explained by
Lane (Lane, 2000). Whereas the CLDs main purpose
focusses on the identification of basic elements (quan-
tities) and their connections (couplings) in the system
under study, the SFD is used to map the system to
a set of stocks (levels), rates, variables (auxiliaries),
constants (parameters), flows and connections (infor-
mation couplings). The SFD, furthermore, visualises
the resources or materials flowing through the system
under study. Such resources/materials are determined
by the system and might be, for instance, money, pol-
lution, population, water or customers as explained in

Figure 1: A causal loop diagram (CLD).

the introduction example. The previously mentioned
System Dynamics model types CLD and SFD have
been formally defined by Burns (Burns, 1977), who
relied on the concept of set theory to provide for-
mal definitions of all elements. The steps involved in
modelling a specific system using the System Dynam-
ics approach have been discussed for decades (Burns,
1977; Ford, 1999; Binder et al., 2004). Burns gave
the following procedure:
1. Determine the concrete problem which shall be

modelled and the system boundaries.

2. Identify quantities in the system which reflect the
system (e.g. by considering smaller components
of the system) .

3. Blue-print the causal diagram by addressing de-
pendencies of previous defined quantities using a
set of connections.

4. Migrate the causal diagram into a schematic
(flow) diagram to highlight the resources or ma-
terial flowing through the modelled system.

5. Formulate the model equations and estimate pa-
rameters with the help of the schematic diagram
and expert knowledge.

6. Transform equations into a machine program to
simulate the model.

7. Run the simulation and verify/validate the simula-
tion output with observed or expected real world
behaviour of the system.

8. Gain insights of simulation output, identify possi-
ble consequential policies and give client recom-
mendations.
In the early days of System Dynamics, Forrester

was for instance starting the modelling process with
an SFD and used the CLD close to the end of a
whole modelling process to summarise and visualise
the dominant loops in the current model. But later
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Figure 2: An economical state/flow diagram (SFD).

on it was stated by other researchers, e.g. Haraldsson
(Haraldsson, 2000), that it might come handier to start
with the CLD to get a better understanding of the in-
volved quantities and their connections. Even though
the order of the previously defined modelling process
might change from time to time, the general process
of modelling is still valid after more than 40 years.

2.2 PEEF (Parameter Estimation and
Equation Formulation)

The System Dynamics modeller has to rely upon a
huge knowledge base to identify the systems main
connections and the way in which the quantities are
influencing each other. Forrester stated that the qual-
ity of one model highly depends on the usage of
all known information about the system under study
(Forrester, 1991). This statement also holds for an-
notating a created SFD model with parameters and
equations. He divided the types of available knowl-
edge into three different classes, namely the mental
data base (experience and knowledge of humans), the
written data base (natural language text, written in-
structions) and the numerical data base (numbers in
a table). It was stated in the introduction section
that one of the critical phases in System Dynamics
is the computation of parameters and equations in the
model. There are existing approaches in place that
address this phase. However, these approaches either
lack automation, are very focussed towards specific
problems or are unable to fully exploit all available
data. Therefore, a clear potential exists for ground-
breaking research on ”Equation formulation and pa-
rameter estimation”, which corresponds to step 5 in
the traditional modelling process (see previous sec-
tion). The authors believe that PEEF is one of the ma-
jor requirements to systematically run the simulations
and predict model behaviour. Furthermore, the pro-
cess should be automatically supported and it should

be able to leverage all available data sources. The
available memory and computation power, which un-
til recently were considerable constraints to an auto-
mated process, are no longer an issue with the current
availability of cloud infrastructures and data centres.
Leveraging this new technology allows the modeller
to use all resources that might necessarily support her
in creating accurate simulation output.

3 STATE OF THE ART

This section discusses System Dynamics with respect
to PEEF, which is, after roughly 40 years, still mostly
manually done by the modeller. Relying on modeller
experience, assumptions and the knowledge of do-
main experts, if available, the initial parameters and
equations of resulting models are usually not provid-
ing satisfactory results after simulating the model. In
most cases, eventually a series of try (adjust parame-
ters/equations) and fail (rerun the simulation) replays
will deliver acceptable results in the end (see (For-
rester, 1991; Graham, 1981; Richardson, 1992)), but
this trial and error process is expensive and inefficient.
Nonetheless a lot of excellent research has been done
in these fields (Senge, 1974; Peterson, 1976; Burns,
1977; Graham, 1980; Chen and Jeng, 2002; Medina-
borja and Pasupathy, 2007). To simplify further ex-
planation of these concepts, we will borrow the defi-
nition of a very simple system from Peterson.

X(t) = A∗X(t−1)+W (t) (1)

Z(t) = X(t)+V (t) (2)
Let X be the state of the system, A an unknown

parameter which has to be estimated, Z the actual
measured state of the system, W the equation error
(driving noise) and V the measurement error. Addi-
tionally Ẑ is defined as the simulated state of the sys-
tem. In the now following subsections, we are going
to summarise the approaches of the former named re-
searchers.

3.1 Estimation through Simulation

The concept of imitating a real-world process over
time, so called simulation, is widely used in a variety
of technical fields, such as aeroplane design, build-
ing constructions, weather forecast etc. It is also one
of the common methods for parameter estimation in
System Dynamics. Senge and Peterson showed the
estimation of a parameter A by consecutively rerun-
ning the system simulation with new assumptions of
A until the simulation produces satisfying results. Pe-
terson called this method the Naive Simulation (NS).
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Figure 3: The naive simulation.

It is mostly accomplished by determining an initial
value for the parameter A (e.g. by guessing), run-
ning the simulation to get new results Ẑ, calculating
the difference between Ẑ and Z (so called residuals r)
and finally repeating this methodology until a value
for A has been found which causes the simulation
to produce acceptable results. To measure the suc-
cess of the parameter estimation, they were initially
using the Least squares method invented by Gauss
(Aldrich, 1998). This statistical concept is mostly
used in over-determined systems with more equations
than variables to estimate. The idea is to minimise
the sum of all squared residuals to get the best fit for
the estimated parameter. Figure 3 shows an exam-
ple simulation and the residuals to be minimised with
the least squares approach. The NS approach works
very well in perfect systems not being influenced by
external circumstances (reflected in the equations as
driving noise W ). In fact Peterson has shown that
for systems containing driving noise W the NS ap-
proach might deliver completely wrong parameter es-
timations, because most of the available data is sim-
ply ignored and the system might completely drift
away from the simulation result (Peterson, 1975). In
such cases where driving noise is present, but mea-
surement errors are still absent, an advanced NS ap-
proach might deliver better results. Whenever a new
data point is available, Peterson referred to the Ordi-
nary Least Squares (OLS) method to reset the current
system state when simulating to counteract the drift
(Peterson, 1976). The method delivers satisfying re-
sults for modelled systems with driving noise W , but
it is easy to understand that measurement errors V of
each available data point will also end in unsatisfy-
ing parameter estimations due to the wrong state of
the system when resetting the system. One can ar-
gue that nowadays the quality of stored data in ware-

Figure 4: The ordinary square simulation.

houses and data bases is considerably more accurate
than back in the days, but at the time Peterson formu-
lated these ideas, stored data was rare and mostly not
checked automatically for quality or the observed data
was even retrieved manually. An excellent idea of
preventing the problem of high influence from mea-
surement errors to the estimation of parameter A is Pe-
tersons idea of the Full-Information Maximum Likeli-
hood (FIMLOF) algorithm. It is based on the Kalman
filtering technique (Kalman, 1960). FIMLOF was de-
signed to determine the most likely state of the system
at each time t where data is available, by considering
all given measured, simulated and expected error data.
Whereas the measured and simulated data will be the
same input as by NS and OLS, the expected error data
is additionally computed by using the standard devia-
tion for the predicted state Ẑ and the variance for the
measured data Z. Given the two most likely cases
that either V is high and W is low (high measurement
errors, but low driving noise) or V is small and W is
high (the prediction is incorrect, but the observed data
has high quality) the algorithm will behave as follows:
In the first case, FIMLOF will choose a value close to
the predicted output for the current time step, whereas
in the second case, the algorithm tends to choose a
value close to the measured data point. Either way,
FIMLOF has a very high chance to choose the most
likely value of the current system for the next simula-
tion step. This specific characteristic increases the ac-
curacy of the parameter estimation, because the more
accurate the predicted system state can be retrieved,
the fewer errors are passed through the parameter esti-
mation. Nevertheless, each of these approaches forces
the modeller to rerun the whole simulation several
times until finally computing a satisfying estimation
of parameter A. The simulation approach is therefore
no end-to-end process and works on hard assumptions
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Figure 5: The FIMLOF simulation.

for the inital values of A, which is summarised in the
limitations L1 and L5.

3.2 Estimation by Data Type

Graham divided the model quantities into representa-
tions of data below the level of aggregation and data
at the level of aggregation (Graham, 1980). Data be-
low the level of aggregation (also called disaggregated
data) refers to observations and measurements made
in the real world which can be directly addressed and
therefore conforms to a specific observable character-
istic. Examples are the number of sold items in a mar-
ket at a specific time or the amount of vacation days
of one specific employee in a year. On the other hand,
data at the level of aggregation describes quantities
which are accumulated out of a number of different
basic values and are not atomic, e.g. the time for a
TCP/IP packet sent from one client machine to an-
other client machine. The main problem with data at
the level of aggregation is that it hides the main root
causes which are driving and influencing the aggre-
gated data. Graham shows different approaches of pa-
rameter estimation for data below the level of aggre-
gation and data at the level of aggregation (Graham,
1980).

The actual approach for estimating parameters
from disaggregated data depends on the available ob-
served data. If few data points are observed, the mod-
eller is able to determine a parameter by choosing a
value between the given observed limits. Dependent
on the size of the limit interval, the modellers guess
of parameter A might be more or less accurate. For
more available data points, Graham proposed to use
a table function with specific interpolations to deter-
mine the parameter A. The trick in this case is to iden-
tify the right interpolation to get slopes with smooth

Figure 6: Equation calculation with statistical analyses like
regression.

curves between the normal observed values and the
extreme observed values. And last, if the modeller
has access to numerical estimates or process obser-
vations which represent the modelled quantity, this
data might be used to calculate the actual value of
the modelled quantity. Graham uses the example of
the rabbit birth rate in an ecological model to explain
this methodology. Even though the modeller might
not have an observed value for the rabbit birth rate it-
self, she is at least in the position to acquire observed
behaviour about rabbit reproduction to calculate the
rabbit birth rate. In every case, parameter estima-
tion for disaggregated data never uses actual model
equations to retrieve parameters but instead relies on
statistical approaches like regression (linear or poly-
nomial). Figure 6 shows that by using statistical ap-
proaches an optimal fit for a given data set might be
computed, but without background knowledge about
the analysed data set the resulting function might be
completely misleading for future data points. This
problem is covered with limitation L4 and fully ap-
plies to the concept of estimation via disaggregated
data.

Graham additionally explains the concepts of
Equation estimation and Model estimation to estimate
parameters from aggregated data. Both methods rely
on model equations and transposition (usage of alge-
bra) to estimate the parameters. Using equation esti-
mation, the modeller manipulates exactly one model
equation which consists of aggregated quantities like
stocks, flows and variables to compute a value for one
parameter A. The methodology of model estimation
involves transposition of all model equations to cal-
culate parameters. In both cases, the modeller would
start to transpose the chosen model equation(s) up to
the point where A can be simply computed by insert-
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ing the aggregated data values and resolving the equa-
tion(s). But working with aggregated data and model
equations usually involves assumptions made by the
modeller (see limitation L1), which in return gives
room for possible errors (Graham, 1980). However,
the quality of the parameter estimation for these meth-
ods is obviously highly dependent on the accuracy of
the underlying model equation(s) transposed and used
for calculation. Additional data of further involved
variables or rates, accessible by the modeller, is not
at all incorporated in the parameter calculation. This
approach is therefore only working on a possible frac-
tion of the available and accessible background data.
The two limitations L2 and L3 are described in the
limitation section.

3.3 Equations by Dimensions

Burns explained the approach of transforming a pre-
viously created causal diagram D (as in figure 1) into
a state/flow model by using a square ternary matrix
(STM) and modified square ternary matrix (MSTM)
as intermediate steps (Burns, 1977). The STM con-
tains all quantities qi as rows and q j as columns of
a given causal diagram and defines either −1, 0 or 1
for a connection from qi to q j or no connection (usu-
ally empty cells), as shown in table 1 for the example
of the returning customers. The sign in front of a 1
indicates the influence of qi to q j, which is either neg-
ative or positive. After identifying a set of definitions
(D1 - D9) and a set of axioms (A1-A7) which reflect
the structure of a SFD according to Forrester, Burns
was able to create systematic algorithmic rules. These
rules, when applied to a STM, deliver an SFD. The
SFD might also be represented visually with a modi-
fied STM (so called MSTM), as shown in table 3. The
MSTM differs from the STM in the representation of
the connections. Instead of having −1 and 1 as nega-
tive or positive connection, the MSTM contains either
−F , F or −I, I to indicate whether the represented
connection is an out- or inflow or a negative/positive
information coupling. Having the MSTM and the di-
mensions (dim) of each quantity enables the modeller
to retrieve equations for stocks, rates and variables
as follows. Stock equations are apparently trivial to
identify, because all stock equations are of the form:
calculate the difference between the inflow rin and the
outflow rout for the current time step ∆t and add this
value to the last value of stock xi, which translates to
the general equation:

xi(t +∆t) = xi(t)+∆t(rin− rout) (3)

The specific equations for each stock of a model
are therefore easily retrievable from the MSTM by

identifying the inflow and outflow of each stock. The
System Dynamics expert is furthermore able to de-
termine rate and variable equations by investigating
the MSTM and the dimensions (units) of these quan-
tities. Having a closer look to the MSTM columns
reveals the affecting quantities Aq(qi) for each vari-
able or rate quantity qi. As a matter of fact, qi has
to be at least calculated from its affected quantities,
otherwise the given causal diagram must have been
incorrect. Burns defined this relation with equation 5
(see (Burns, 1977) pp. 705 for further information).
His mathematical function f is a mapping from all af-
fecting quantities q j ∈ Aq(qi) to the quantity qi (see
equation 4).

f : Qn→ Q (4)

qi = f [{Aq(qi)}]
qi = f [{q j1,q j2, . . . ,q jn}]
qi = q j1⊗·· ·⊗q jn

(5)

The goal of f is to establish dimension consis-
tency between all affecting quantities q j and the target
quantity qi. This is achieved by applying the math-
ematical operators (+, −, ∗, /), abbreviated by the
⊗ operator, to all affection quantities q j as shown in
equation 5. Because of the given mathematical oper-
ators, the equation defined in f is always of a linear
form. This method apparently fails at the point when
some affecting quantities of qi are dimensionless or
the dimensions are not fitting together. In this case,
Burns proposed to assume a table function for the af-
fecting quantities Aq.

Apart from the limited linear form of the extracted
equations (see limitation L6), the expressions in each
equation are also not decorated with weighting fac-
tors and therefore might lead to inaccurate simulation
results. For example in the business world we can
easily build cases having one or more variables with
weighted dependencies: The price p and the quality q
of a product are both influencing the amount of sold
product units ude f , and can therefore be connected to
each other with the ⊗ operator as shown in equation
6. Since their dimensions are not fitting, a table func-
tion T , which maps the result to product units, has to
be applied.

ude f = T (p⊗q) (6)

But dependent on the product, we can fairly as-
sume that either the price or the quality of the prod-
uct have more influence on the amount of sold units
and should be weighted with weights ω1 and ω2. The
equation 7 shows the weighted connection of the price
and the quality,

uwei = T ((ω1 ∗ p)⊗ (ω2 ∗q)) (7)

where ω1,ω2 ∈ [0,1.0] and ω1 +ω2 = 1.0.
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Table 1: Square ternary matrix for the example of the re-
turning customers causal diagram.

dim 0 1 2 3 4 5 6 7 8 9 10

0 CO 1

1 CO 1

2 CO
TU -1 1

3 1
TU -1

4 MU
TU -1

5 - 1

6 O
TU 1

7 - 1

8 RP
TU 1

9 CC
TU 1

10 MU
CO 1

Table 2: Description of used dimensions.

abbreviation name description
CO customers the amount of

customers in the
system

TU time unit a unit of time rel-
ative to the over-
all system time

MU monetary
unit

standard currency
unit in the system

O orders all processed or-
ders

RP returned
products

all returned prod-
ucts in the sys-
tems

CC customer
complaints

all customer com-
plaints for orders

3.4 Equations with Surrogate Modelling

The sheer complexity of the System Dynamics do-
main including modelling, parameter estimation,
equation formulation, confidence checking, etc., can
be addressed by borrowing ideas and techniques from
other well established domains.

Surrogate Modelling is one such potential inter-
disciplinary field, which can be employed in the Sys-
tem Dynamics domain to address the complex equa-
tion formulation part. By blending the concepts from
the domains of Machine Learning and Statistics, Sur-
rogate Modelling offers a technique to create a surro-
gate function ĝ(x) for an unknown real function g(x)
by applying an analyses algorithm to a given train-

Table 3: Modified square ternary matrix for the example of
returning customers.

dim 0 1 2 3 4 5 6 7 8 9 10

0 CO I

1 CO I

2 CO
TU -F F

3 1
TU -I

4 MU
TU -I

5 - I

6 O
TU I

7 - I

8 RP
TU I

9 CC
TU I

10 MU
CO I

ing dataset. Dependent on the chosen analysis algo-
rithm different equations can be formulated, e.g. low-
order polynomials with the least-squares regression
algorithm, neural networks with a back-propagation
training algorithm or classifications with support vec-
tor machines. Since ĝ(x) is only a substitute of the
real function g(x), it does not necessarily produce the
same outputs for the same given inputs. A calcu-
lated surrogate function ĝ(x) might therefore be ei-
ther more accurate (computational intensive) or more
computational efficient (less accurate) depending on
the given constraints (time, computation power, etc.).
Forrester et al. and Vapnik have provided an excellent
overview of Surrogate Modelling and available analy-
ses algorithms (Forrester et al., 2008; Vapnik, 1998).
However, research effort in this direction was initiated
by Chen & Jeng (Chen and Jeng, 2002) based on the
work of Dolado (Dolado, 1992). Chen and Jeng dis-
cussed the usage of artificial neural networks (ANN)
for System Dynamics as another representation of an
SFD in the first place. ANNs were first pioneered by
McCulloch & Pitts in the early 1940s and further im-
proved by Rosenblatts perceptron theory, Hopfields
energy approach and Werbos back-propagation learn-
ing algorithm (McCulloch and Pitts, 1943; Rosen-
blatt, 1962; Hopfield, 1982; Werbos, 1974). Chen and
Jeng used one partial recurrent neural network (PRN)
to represent a complete system dynamics model and
introduced a transformation from SFD to PRN. To en-
able such a transformation, there has to be a mapping
of System Dynamics elements (quantities and con-
nections) to neural network elements as follows. A
stock variable is transformed into an input, state and
output neuron. The input and output unit handle the
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input and output function of a stock, whereas the state
unit serves as storage. Flows and their rates are repre-
sented by a hidden unit and the connection between a
hidden unit and an output unit, which is part of a stock
representation. Auxiliary variables are not mapped as
such, because Chen and Jeng argue that these vari-
ables might be expressed as subdivided parts of a rate
equation (”a rate in front of another rate” (Chen and
Jeng, 2002)). Furthermore, parameters (constants) are
either imitated with stocks without having a connec-
tion to hidden neurons to prevent changes in the sim-
ulation or parameters are treated as multipliers in rate
equations and therefore are not specially represented
with a neuronal network element. Finally informa-
tion couplings are illustrated with links between hid-
den and state neurons. Given these transformation
rules Chen and Jeng present a transformation algo-
rithm (FD2PRN) to convert a given SFD into a PRN.
They are furthermore applying standard algebra to the
activation functions of the PRN to proof the mathe-
matical compliance of the transformed PRN and the
typical stock, rate, initialisation and constant equa-
tions.

Up to this point the ANN is only used to illus-
trate any SFD and is therefore just another represen-
tation of a SFD like Burns MSTM. But as mentioned
earlier, ANNs have the ability to unveil hidden pat-
terns in a given dataset and therefore are capable of
providing predictions for the future development of
the dataset. The neural network mimics the equation
which produces the values of the given dataset. Hav-
ing this equation enables a modeller to predict future
values. In other words, if there is input data avail-
able for a given ANN, the ANN can be trained and
afterwards used to predict results. This statement also
holds for Chens & Jeng’s created PRN and they lever-
age this concept by training the raw untrained PRNs
of their System Dynamics test models with previously
simulated data. The trained PRNs might then be used
to predict the system behaviour, similar to simulation
runs of SFDs. The results for training of the PRN in
their paper are quite promising and given the learn-
ing ability of ANNs, they are highly adjustable to ex-
ternal changes in the system under study. These in-
sights motivate for deeper research in this field and
we, the authors, believe that the concepts of Surro-
gate Modelling and Machine Learning in general are
very well suited to tackle the problem of automated
PEEF in System Dynamics. We are especially high-
lighting this, because these concepts are embodying
the least of our addressed limitations. Nevertheless,
there are open questions arising from Chen & Jengs
work. For instance, the prediction accuracy for known
worse neural network equations like alternating be-

haviour might not be appropriately represented by a
neural network.

3.5 Formulation via Decision Trees

For decades the System Dynamics community relied
on Forresters recommendations of the three different
models explained in the beginning of this paper on
how to retrieve knowledge for building System Dy-
namics models. Forrester values the mental model
far above the written and numerical model, because
there was simply not enough data to replace the hu-
man mind of the modeller and domain experts. This
guideline is still valid, but in the modern business
world where every digital step of each customer is
monitored and stored in huge databases, the written
and numerical models are becoming more and more
useful and relevant. Research communities in the area
of business intelligence and business process manage-
ment are exploiting this huge amount of available data
and proposing enhanced solutions in the area of busi-
ness decision support. For instance, Medina-borja &
Pasupathy are leveraging this data for semi-automated
model creation and equation formulation (Medina-
borja and Pasupathy, 2007). They are showing two
statistical approaches to identify predictors of model
variables from a given data set and afterwards one
algorithm to leverage these dependencies and reveal
their mathematical representations. Classification and
Regression Trees (CART) and Chi-Square Automatic
Interaction Detection (CHAID) are both decision tree
methods which are used to divide the given data set
into groups and subgroups to assign them to nodes.
After the tree has been grown and possibly pruned,
most of the remaining nodes in the tree represent im-
portant independent variables. Common usages in the
literature for CART and CHAID are the identifica-
tion of predictors for customer behaviour and market
segmentation, direct marketing to group customers
in classes or the field of processing mining to clas-
sify process instances. On the other hand Structural
Equation Modelling (SEM) is a statistical approach
of validating or exploring a predefined model with
a given data set, see for instance (Hayduk, 1985) or
(Pearl, 2000). One idea to use SEM is to first cre-
ate a model which supposedly fits the given data set
and afterwards applying the SEM algorithm to the de-
fined model and given data set to figure whether the
model fits the data and if so, how much. The model
consists of measured variables (indicators) and unob-
served/abstract variables (latent variables). The out-
come of SEM is the cause and effect sizes (structural
coefficients) which might be used for equation for-
mulation. The idea proposed by Medina-borja & Pa-
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Figure 7: A regression tree for the problem of returning
customers.

supathy is to use CART or CHAID to uncover the de-
pendencies of a given data set and create a model us-
ing the generated decision tree. Afterwards SEM can
be used to determine the fit of the model to the data
and to provide the structural equations of the model.
The resulting model and its equations can be used as
a SDM and eventually fed into simulation/analyses
tools. Unfortunately SEM is only capable of creat-
ing linear structural equations and is thus subject to
limitation L6. However this concept shows a semi-
automated procedure from a given data set to final
simulation results.

4 GENERAL LIMITATIONS

All of the above stated approaches are extremely
helpful for a System Dynamics expert to either
retrieve parameter values or gain help in formulating
equations in a System Dynamics model. As each of
these concepts require specific prerequisites, there
are certain minor or major limitations associated
with these algorithms and additional questions arise
which need further research to be answered. We have
identified and collected a number of these limitations
(L1 - L6) which are either stated by the authors of the
algorithms themselves or are obvious when applying
the algorithms.

L1. Assumptions. We have observed that some of the
algorithms are working with hard assumptions, for in-
stance to guess initial values. Assumptions generally
lead to errors because there is always room to spec-
ulate. This limitation also implies a decrease in the
quality of the retrieved parameters/equations.

The algorithm works on assumptions.

L2. Predefined Equations. The availability of System
Dynamics model equations is a strong prerequisite for

simulations. For instance, in the case of the estimat-
ing by data type approach, model equations have to
be manually provided to start transposing them and
finally resolving parameters. This possesses a sig-
nificant limitation for the applicability of the algo-
rithm, because the equation formulation requires a
huge amount of effort and domain expertise. Given
the fact that the modeller is particularly interested in
the simulation result output, she is forced to addition-
ally perform the complex equation retrieval process
by hand.

Model equation information needed by the algorithm
restricts its usage and forces the modeller to deal

with additional intermediate steps.

L3. Limited Data Utilisation. Many of the algo-
rithms have a very restricted view on the available
data sets; they only consume a fraction of the avail-
able data. Good examples are observed in the equa-
tions by dimensions algorithm where only the dimen-
sions of all quantities are incorporated and in the esti-
mation through simulation algorithm where only the
historical measured data sets are captured. Histori-
cal measured data, for instance in the equations by
dimensions approach could be readily used to further
refine the retrieved equations with weights. The lim-
ited data view drives towards inaccurate equation for-
mulations and thereby misleading simulation results.

Limited data utilisation leads to inaccurate equation
formulations.

L4. Interpolation. Many algorithms (especially sta-
tistical algorithms) are very much capable of provid-
ing optimal equations that fit a given data set (see
polynomial regression algorithm figure 6). However,
these algorithms do not incorporate the actual seman-
tics hidden in the data while interpolating a given data
set. The resulting equations are therefore lacking the
accuracy to compute future data points outside the
given data set range.

The algorithm does not capture hidden patterns and
semantics.

L5. Automation. None of the algorithms support an
automated end-to-end process for PEEF. When us-
ing these algorithms, there are always intermediate
manual steps involved. For example, determining
the interpolation approach, aggregating data, provid-
ing basic equations for further refinement, creating a
model from a given decision tree, training the algo-
rithm. Manual execution of an algorithm or inter-
vention while the algorithm is executed is not only
tedious and requires a lot of domain knowledge, but
also slows down the actual process and raises addi-
tional possibilities for failures.
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Table 4: Overview of concepts for PEEF and their limitations.

Method Algorithm Type L1 L2 L3 L4 L5 L6
Simulation NS PE X X ◦ ◦ X n.a.

OLS PE X X ◦ ◦ X n.a.
FIMLOF PE ◦ X ◦ - X n.a.

Data type (disaggregated) Estimate between limits PE X - X X X n.a.
Estimate table functions PE X X ◦ X X n.a.
Calculate numerical data PE ◦ X - X ◦ n.a.

Data type (aggregated) Equation estimation PE X X X X X n.a.
Model estimation PE ◦ X ◦ X X n.a.

Dimension STM/MSTM EF - - X X X X
Surrogate Modelling FD2PRN EF - - - - ◦ -
Decision trees CART, CHAID, SEM EF ◦ - - ◦ ◦ X

The algorithm is not designed to operate in an
end-to-end fashion without manual intervention.

L6. Non-linearity. Linear equations can describe the
system properly, but as stated in L4 a wrongly se-
lected interpolation leads to inaccurate simulation re-
sults. Additionally, in the business world were we
have to deal with highly non-linear behaviour, algo-
rithms are needed, that are capable of computing non-
linear equations. A good example is that of the return-
ing customers (presented in figure 2). Since some of
its influencing factors, such as the average process or-
der time, can’t be written as independent linear com-
binations, the returning customers problem is a non-
linear system. The reason is that there are so many in-
fluencing factors like marketing effort, the number of
one-time customers or even the average process order
time indirectly linked via customer satisfaction to the
returning rate. These variables and the flow can more
precisely be captured with complex non-linear cubic,
logarithmic, exponential, etc. equations. We observed
that, not all analysed algorithms, which are intended
for equation formulation, are capable of producing the
non-linear equations that can optimally capture the
system behaviour.

The algorithm is not capable of extracting non-linear
equations.

All identified limitations are summarised in table 4.
For all analysed algorithms the following three sym-
bols are used to indicate how much the limitation ap-
plies to the current algorithm.

1. The hyphen symbol (-) implies that this limitation
does not apply at all.

2. A circle symbol (◦) suggests that this limitation is
partly valid.

3. The check mark symbol (X) shows that this limi-
tation completely holds.

The table contains a method column which de-
scribes the methodology used by the algorithm to

compute its results, an algorithm name, a type column
which either contains the abbreviation PE (parameter
estimation) or EF (equation formulation) to show the
main usage of the algorithm, and one column for each
defined limitation, respectively.

5 CONCLUSIONS

In this paper the authors have analysed methodolo-
gies and techniques for PEEF in the domain of Sys-
tem Dynamics. These methodologies have facilitated
the work of System Dynamics modellers to run and
simulate the models and finally get output for future
system behaviour. Researchers like Burns, Graham
and Senge have developed concepts to estimate pa-
rameters and to formulate equations for System Dy-
namics models from the early 70s/80s. Neverthe-
less, each of the studied approaches is embodying
specific limitations which are posed by the very na-
ture of the concept itself or these approaches were
not originally meant to be used for PEEF in the first
place. Especially for the equation formulation none
of the algorithms offers an end-to-end process from
model and data to annotated, ready to simulate model.
The authors believe that this concept of an end-to-
end automatic PEEF process is worthwhile to be re-
searched, because it would significantly decrease the
manual workload of the modeller to retrieve param-
eters/equations. Chen & Jeng and Medina-borja &
Pasupathy have shown, that machine learning and
classification approaches are very much suitable to
first create the formal models and afterwards anno-
tate them with parameters and equations. Since nowa-
days more and more business data is generated and
stored, we see high potential especially in the surro-
gate modelling concepts to leverage this data for Busi-
ness Dynamics. Our future goal is to create a semi-
automated framework which is capable of transform-
ing business data into ready-to simulate SFDs. For
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this, we will have to incorporate an automated version
of PEEF within our planned framework. This will free
up the analyst from doing unnecessary tasks of man-
ual PEEF, allowing her to focus more on her actual
modelling tasks. We further plan to reuse and em-
bed the existing machine learning and classification
approaches in our framework. We will invest further
research to help automate most of the crucial steps of
System Dynamics.
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Abstract: Many organizations face competitive pressure to enhance their business process capabilities and to comply 
with quality management directives. Methods like the Business Process Maturity Model (BPMM) therefore 
provide assistance by stating concrete requirements and measuring their fulfillment. However, there is still 
uncertainty about how much technical support (e.g. guidance, documentation) is actually reasonable in order 
to adapt the business process to a specific maturity level. In this paper an analysis approach is introduced 
that enables to assess the value of process support implementations for quality management and assists 
practitioners with the decision-making whether the value is appropriate for the use case. The application of 
the concept is illustrated using the example of four representative implementations ranging from manual 
human-controlled to automatic system-controlled support. 

1 INTRODUCTION 

In order to remain competitive, many organizations 
continually enhance and optimize their business 
process maturity. Maturity models like the Business 
Process Maturity Model (BPMM) (OMG, 2008) 
therefore serve as orientation as they “have been 
designed to assess the maturity (i.e. competency, 
capability) of a selected domain” (Bruin et al., 2005) 
and derive points for improvements. Maturity levels 
(ML) describe concrete requirements, e.g., the 
orientation towards a reference process, but do not 
provide indication of supporting methods or tools to 
enact and execute a reference process model. The 
issue of adequate technical support for process 
enactment that is managed on basis of the quality 
requirements of maturity models is rather complex: 
Reasonable support has to be adapted to current as 
well as constantly changing requirements of the 
deployed quality management (QM) standard, i.e. 
conditions for qualitatively appropriate execution of 
business processes (for example deliver in time with 
consistent performance). Moreover, “the proper fit 
between the tasks in the business processes and 
information technology/systems must exist“ 
(Trkman, 2010). Since many companies have 
adopted a value-based approach to manage the 
deployment of information technology (IT) and 

decisions on IT are made on basis of the contribution 
to strategic business objectives (Mauch and 
Wildemann, 2007), the question arises how the value 
of process support implementations for QM can be 
determined and serve as decision guidance. It is 
obvious: the more tool support is chosen, the more 
expensive process execution becomes. However, it 
has to be asked whether this additional tool support 
has an adequate value with respect to QM. In these 
matters, decision makers need to rely on more than 
just “gut feeling”. 

There already exist some in-depth investigations 
on the ability of IT for support of specific processes 
and use cases. Zur Mühlen and Rosemann (2000) 
outline the economic aspects of workflow-based 
process monitoring and controlling. Faerber (2010) 
conceptually designs a process navigation system as 
implementation for process-oriented QM. Becker et 
al. (1999) present a structured framework which 
enables the evaluation of the potential of business 
processes to be supported by workflow management 
systems. The listed related work in each case is 
concentrated on a specific implementation approach. 
There is still a lack of a general approach 
considering the whole spectrum of process support 
including both human- and system-controlled 
approaches. The key issue about the reasonable 
degree of process support, i.e. which tasks should be 

177



 

accomplished fully/semi automated or rather 
manually, is not yet thoroughly assessed. It is still 
unclear how the actual value of process support for 
QM can be measured, independent of the degree of 
IT assignment and specific implementation 
approaches. 

In this paper the value of process support for QM 
is investigated. The term “value” should be 
perceived as the contribution that is made to being 
compliant to requirements of QM standards. In 
practical terms, it is evaluated to what extent process 
management tasks – such as information, 
coordination or documentation – no longer have to 
be carried out manually but are handled in whole or 
part by process support tools. The value is measured 
by the appropriate fulfillment of maturity level 
requirements on process support. 

Therefore, an adequate analysis approach is 
introduced and illustrated by the example of four 
different representative implementations for process 
support. The objective of the analysis is to get an 
appreciation of to what extent the implementations 
penetrate the process – in particular with regard to 
the degree of IT assignment and the remaining 
degree of freedom for the users – and thereby 
support the users in performing their tasks in 
accordance with requirements of QM standards. The 
analysis results are intended to provide practitioners 
a better basis for decision-making about a broad 
spectrum of suitable implementations. 

In our previous work (Seitz and Jablonski, 2012; 
Seitz and Jablonski, 2013) we approach the problem 
of adequate process support from a business point of 
view without directly referring to QM. In this paper, 
the IT side is analyzed, especially as regards the 
selection of specific implementations that comply 
best with the demanded capabilities. Therefore, in 
addition to Jablonski (2010) an even more specific 
classification of process support is performed with 
respect to each process perspective (e.g. data, 
organization). The concept is tightly focused on QM 
so that conclusions can be drawn – on the one hand 
for the value, i.e. the promoted quality at runtime 
(guidance during execution) and after runtime 
(evidence through documentation) and on the other 
hand for the caused costs (e.g. modeling efforts). In 
this manner, we want to give a more precise answer 
to the question of adequate process support. 

2 APPROACH 

The concept is divided up into three steps. Firstly, 
the classification framework for the degree of 
process support according to Seitz and Jablonski 
(2012, p. 95) is introduced and applied in the context 

of QM support functions. Secondly, the evaluation 
instrument for setting the benchmark is presented. 
Maturity levels thereby serve as measure how 
valuable process support is. Thirdly, a procedure is 
suggested that aims for reaching a decision on the 
question which is the most valuable approach for 
process support with respect to a specific maturity, 
i.e. requirements of QM standards. 

2.1 Classification 

Process support for QM comprises four basic 
functions (Faerber, 2010, p. 75): information 
provision, data integration, coordination, and 
documentation. Depending on the required ML these 
basic functions can be implemented quite 
differently. For example, if the goal is to reach a 
high maturity, it is recommended to coordinate work 
packages and project staff accurately. Relevant 
control information should be integrated 
electronically to be able to collect and analyze key 
performance indicators systematically. However, a 
low maturity just demands to achieve the results 
(anyhow) and therefore allows for the coordination 
function to be performed rather rudimentarily or not 
at all. It may be also sufficient to retrieve process 
instructions or measurement data by hand. 

Seitz and Jablonski (2012) introduce an adequate 
framework for the classification of the degree of 
process support that is based on the perspective-
oriented process model (POPM) (Jablonski, 1994). 
The five main perspectives of POPM according to 
Jablonski and Goetz (2008) are: functions (process 
steps and their purpose), data (used data, e.g. 
documents, and data flow between the process 
steps), operations (invoked services and tools), 
organization (people or machines and their 
responsibilities) and behavior (control flow). The 
functional perspective thereby represents the 
composition (“skeletal structure”) of the process on 
which the other perspectives are built on. This is 
way the functional perspectives can be excluded 
from the classification. The framework covers the 
whole spectrum for both internal and external 
enactment of process models (under vs. beyond the 
control of information systems) as well as the range 
between strict and flexible execution (little or no 
freedom vs. high degree of freedom and decision 
making by the users). In the following, the 
characteristics (perspectives) and the values of the 
framework are explained using the four basic 
functions for QM support (see Figure 1). 

Information Provision: Users are provided with 
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detailed information across all perspectives about 
the process steps to be performed, like some kind of 
handbook or guideline. The more detail of 
information is supplied the tighter the process 
execution is restricted. However, this support 
function is completely separated from the actual 
process execution; there we call it "external 
enactment" because it is limited to a passive role by 
indeed presenting the users all relevant facts of the 
process but not being able to influence the actual 
process execution or even the user’s behavior. 
Regarding the operational perspective, directives on 
mandatory tools can be set. Concerning the 
organizational perspective, responsibilities are 
defined, either at the level of a group of persons 
acting with a common purpose – maybe a role or 
department (“non-agent”) – or at the level of 
individuals (“agent”). The behavioral perspective is 
covered by a clear textual or visual description of the 
chronological sequence of the process steps and their 
dependencies. 

Data Integration: A distinction is made between 
unstructured (e.g. an image) and structured (e.g. a 
form or a record) data. They are consolidated from 
different sources in order to make them centrally 
available in electronic form, e.g. for presentation 
purpose (data perspective). In doing so, it is also 
possible to establish application interfaces and to 
make 3rd party tools more accessible (operational 
perspective). Those can either be suggested to the 
users for manual execution – possibly through a 
launch pad (assisted enactment) – or automatically 
be invoked and parameterized (automatic 
execution). The latter option provides less flexibility 
and is often preceded by a costly development and 
deployment. 

Coordination: Project staff and work packages 
have to be reconciled and harmonized taking into 
account restrictions and due dates. Hence, the 
organizational (task assignment) and the behavioral 
perspective (temporal and logical sequence of 

process steps) is concerned. Process support for the 
coordination function is considered to be system-
integrated, because adequate implementations must 
keep track of the actual course and are in need of 
feedback about the current process context (internal 
enactment). It can be performed either flexible or 
strict: Assigning a task to a role or department 
provides more flexibility than to a specific person or 
server process. Accordingly, there arise far more 
possibilities from a suggested set of suitable process 
steps than from exactly prescribing the execution 
order. 

Documentation: The compliance with quality 
requirements has to be proved through 
documentation. This can be achieved either 
manually by the users or automatically through IT. 
The actual process execution is documented paper-
based or electronically on different level of detail for 
each process perspective. For instance, in many 
cases it is sufficient to simply record that a certain 
process step has been accomplished (e.g. by 
presenting the process results), whereas often also 
additional information such as the executing agent or 
the applied tools have to be documented. 

Process support through information provision 
(external enactment) is complemented or rather 
substituted on the one hand by data integration 
regarding data and operations and on the other hand 
by coordination regarding organization and behavior 
(internal enactment). While external enactment just 
enables to communicate the way the process should 
be executed, internal enactment also ensures that it 
will actually be done (within the granted degree of 
freedom). In the following it is assumed that both 
data integration and coordination include 
information provision with regard to the respective 
process perspectives. Furthermore, with internal 
enactment by data integration and coordination also 
the documentation of the related process 
perspectives is covered more or less automatically. 

 

 
Figure 1: Classification framework. 

Aspect
Values
External (manual) Internal (system integrated)
Flexible Strict Flexible Strict

Data
Paper based Electronic

Unstructured Structured Unstructured Structured

Operations Free choice Directives on
mandatory tools Assisted enactment Automatic execution

Organization Not 
specified

Task to
Non-agent

Task to
agent

Task to
Non-agent

Task to
agent

Behaviour Not specified Process description Set of process steps Order of process steps

Information Provision Data Integration

Coordination

Documentation
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This simplified example for a single process step 
of the travel expense report shows how support 
functions and their interdependencies work: 

Information Provision: Via the enterprise intranet 
it is communicated that the traveler (organization) 
must make the reimbursement application (data) 
within three days after returning from the travel 
(behavior) and send to the travel department by 
email (operation). 

Data Integration: The document template can be 
downloaded by clicking on the provided link (data). 
A word processing application is recommended for 
editing (operation). 

Coordination: As soon as the travel is approved 
(behavior) the traveler is given the task to perform 
the travel expense report (organization). 

Documentation: By means of the email 
containing the reimbursement document the process 
step is – more or less automatically – documented. It 
proves who applied which reimbursement 
application and when (all perspectives). 

Some higher QM standards demand to take 
corrective actions in case of exceptions and 
moreover to incorporate improvements in future 
instances of the process model. In this framework 
this aspect is not be dealt with explicitly. Even 
though the investigated support functions the 
concept is based on do not directly cover continuous 
improvement they include the collection of relevant 
data (data integration) and the delegation of further 
measures (coordination) for improvement and 
innovation to human agents or 3rd party tools that 
provide process support through assistance and 
planning according to Jablonski (1994). 

The contribution of the classification framework 
to the research question is to determine to what 
extent the QM support functions are implemented. 
In order to establish a common scale for the 
evaluation of which value a certain implementation 
thereby actually creates, in the next section, the 
quality requirements of the MLs are mapped to the 
support functions. 

2.2 Evaluation 

Maturity models “are used as an evaluative and 
comparative basis for improvement” (Bruin et al. 
2005) and therefore are suitable to establish a 
common scale for the evaluation of the value 
proposition. The Business Process Maturity Model 
(BPMM) is chosen for this evaluation because it is 
focused on all kinds of processes of an organization 
(Hogrebe and Nüttgens, 2009). In the following, 
based on Seitz and Jablonski (2012) and Schönig et 

al. (2012), the quality requirements of business 
process MLs on the previously introduced support 
functions are investigated. In turn, it can be 
determined which ML implementation approaches 
are able to reach for each support function, and to 
what extent additional support by other tools or by 
hand is required. 

Initial: ML1 just demands to achieve the process 
results. It does not place any specific requirements 
on process support. In this respect all 
implementation approaches meet ML1 (by 
definition). 

Managed: ML2 demands proper results in time. 
Therefore, the process has to be planned like a 
project. In order to set up and perform a project 
schedule, information about organization and 
behavior have to be provided and the execution has 
to be coordinated (either flexibly or strictly). Besides 
the achieved results it must be documented that the 
project plan was adhered to (organization and 
behavior). 

Standardized: ML3 demands that the process 
execution follows a reference process. Therefore, all 
information about the reference process have to be 
specified across all perspectives. Document 
templates and input screens (if needed) should be 
made available centrally and applications or tools to 
be used should be suggested or prescribed (flexible 
or strict data integration). Similar to ML2, adequate 
coordination is necessary. All relevant process 
perspectives have to be documented properly to 
provide evidence for being compliant to the 
reference process. 

Predictable: ML4 additionally demands 
measurable results. Therefore, data for the defined 
key performance indicators (KPI) have to be 
collected systematically. In this respect control data, 
result data and – if needed – data from external 
sources should be integrated and made available in 
electronic and structured form for documentation 
purpose and further statistical analysis (strict data 
integration and strict documentation of data and 
operations). Furthermore, corrective action is 
demanded in case of KPI exceptions. This 
requirement is covered through the support functions 
coordination and documentation and can be modeled 
through definition of respective controlling tasks and 
appropriate recording of recognized deviations and 
taken countermeasures. 

Innovating: While corrections and improvements 
in ML4 only affect the currently running instance, 
ML5 demands (automatic) continuous improvement 
and innovation of the reference process und future 
instances. Within the scope of the support functions 
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this paper deals with there are no further 
requirements through ML5. 

The ML requirements on process support are 
summarized in Table 1. They can be used as a 
common scale for the evaluation of the value 
proposition of implementations. In the next section, 
it is outlined how to decide which implementation is 
the most appropriate to a particular situation. 

2.3 Decision 

In this section, a procedure for reaching a decision 
and finally selecting an adequate implementation for 
process support is suggested. 

The principle objectives for the decision about 
adequate process support stated by Seitz and 
Jablonski (2012) therefore indicate a general 
direction. On the one hand, process support must 
guide the attainment of the process strategy, e.g. to 
reach a specific ML. On the other hand, 
implementations are in need of a process model that 
is defined properly and completely. Following the 
principle of utility maximization and cost 
minimization, the implementation approach must be 
chosen that fits best the desired process maturity 
(nothing more and nothing less) and simultaneously 
requires the least modeling effort and gains the 
broadest possible acceptance by the users. So the 
decision process may look as follows: 

As a first step – assuming the demanded ML is 
set by management or other stakeholders – it must 
be decided to which ML the process support is 
adapted. Thereby, it is differentiated between the 
promoted quality at runtime (through information 
provision, data integration and coordination) and the 
proven quality afterwards (through adequate 
documentation). As a rule, it is quite useful to make 

sure that the aspired ML is properly documented. 
For example, if ML3 is demanded by the customer, 
all relevant process perspectives for ML3 should be 
traceable and comprehensible in the requisite degree 
of detail. However, at runtime, under certain 
conditions it may be sufficient to promote a lower 
quality in favor of lower costs and higher execution 
flexibility. Depending on the granted freedom, 
quality is just supported, rather covered or even 
enforced. It should be worked out to what extent 
“undefined paths” should be secured or should 
remain flexible to create necessary space for 
creativity. For example, although ML3 is demanded 
process execution is only supported according to 
ML1 or ML2, because the participants are in need of 
a certain creative freedom and their scope of actions 
must not be restricted through standardization. The 
decision also depends on the risk for process errors 
and their consequences. Consequently, the tighter 
process execution must be secured the more the 
demanded ML should be adapted. Documentation 
should always be compliant to the demanded ML. 

The second step involves the assessment of 
possible implementation approaches with respect to 
their supported MLs for each QM support function. 
Therefore, each approach is first classified based on 
the framework outlined in Section 2.1 (see also 
Figure 1) in order to determine “how much” process 
support is delivered. Then, based on this 
classification, the approaches are evaluated 
according to the ML requirements on process 
support discussed in Section 2.2 (see also Table 1) to 
find out which ML can be reached. 

The highest benefit is realized when information 
provision, data integration, coordination and 
documentation are implemented at the best with the 
required ML. The third step will therefore be to limit 
possible implementation approaches to the ones 

Table 1: Process support requirements of the maturity levels. 

 Information Provision Data Integration Coordination Documentation 
ML1 None None None None 
ML2 Organization and 

Behavior 
None Organization and 

Behavior 
Organization and 
Behavior 

ML3 All perspectives of the 
reference process 

Data and Operations Organization and 
Behavior 

All perspectives of the 
reference process 

ML4 All perspectives of the 
reference process 

Data and Operations 
(strict) 

Organization and 
Behavior 

All perspectives of the 
reference process 
(thereof Data and 
Operations strict) 

ML5 All perspectives of the 
reference process 

Data and Operations 
(strict) 

Organization and 
Behavior 

All perspectives of the 
reference process 
(thereof Data and 
Operations strict) 
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providing the best “fit” with both the required 
runtime and documentation quality. 

In a fourth step, the costs are evaluated for each 
selectable implementation. It is appropriate to reflect 
costs by the efforts for process model engineering. 
Those can be measured in view of two dimensions: 
One major factor the costs depend on is how 
complete the process model must be. The degree of 
completeness is related to the scope, especially 
which process perspectives must be modeled, and 
the detail for each perspective (e.g. task assignment 
to non-agents vs. agents).  Another major factor is 
the needed degree of formalization, in particular 
what proportion of the process model must be 
interpretable by technical means with regard to 
system-controlled execution. Furthermore, modeling 
costs may vary according to the used modeling 
paradigm. While “for an imperative model, every 
possible path must be foreseen […] and encoded 
explicitly”, “in declarative modeling, on the 
contrary, only undesired paths and constellations are 
excluded so that all remaining paths are potentially 
allowed and do not have to be [defined] 
individually” (Schönig et al., 2012). Finally, 
extraordinary costs have to be considered when the 
implementation does not entirely promote the 
desired maturity and some support functions have to 
be carried out manually in order to be compliant to 
the desired ML nevertheless. In turn, there probably 
are also unnecessary costs when the implementation 
“overfulfills” the desired maturity. To sum up, on 
the one hand, there are investigated modeling costs 
that rise with the increasing demand of completeness 
(strictness of execution) and the growing degree of 
formalization (use of IT), and, on the other hand, 
follow-up costs for insufficient or exceeding support 
due to deviations from the target maturity. 

In the last step, the cost-benefit-ratio is 
determined and the implementation promising the 
most reasonable ratio is chosen. Thereby, it can be 
considered if it is useful to take a loss of quality fit 
in favor of lower costs. For example, in contrast to 
WfMS a paper-based support tool indeed does not 
reach high maturity runtime support but can be 
implemented at significantly lower costs. 

3 ILLUSTRATION 

In the following, the application of the concept 
presented in the previous chapter is illustrated. 
Firstly, existing implementations which are 
generally accepted and recognized as enactment 
approaches for process management as described by 

Schönig et al. (2012) are introduced and classified 
according to their degree of process support. 
Secondly, it is evaluated which quality requirements 
they promote. Finally, the decision-making is 
illustrated using the example of the CL as potential 
implementation for standardized process execution 
according to ML3. 

3.1 Classification 

In the following, different implementation 
approaches are described and classified according to 
the previously introduced framework in Section 2.1. 
The selected approaches can be considered to be 
representative, because according to Jablonski 
(2010) they cover the whole spectrum of process 
usage from human-controlled to system-controlled 
(degree of IT assignment) and from flexible to strict 
execution support (degree of freedom). 

Wallpaper (WP): The WP approach provides 
various possibilities to present processes visually 
and to depict compressed information (Information 
Provision) with both low (flexible) and high (strict) 
detail. It uses the process model “as it is, e.g. printed 
out as wallpaper, outlined on a flip chart or 
published online as process graphic in wiki” (Seitz 
and Jablonski, 2013). It is one strength of the WP to 
outline the process flow precisely and to strictly 
state the behavior, even though “the process itself 
happens completely offline” (external enactment). 
This is why data integration, coordination and 
documentation are not supported. 

Checklist (CL): “A checklist comprises the main 
process steps including documents that must be 
produced and agents that are responsible to perform 
the corresponding process” (Jablonski, 2010). With 
the process steps being serialized the process 
behavior can only be specified roughly by the 
arrangement so that the actual execution order 
remains flexible. Depending on its implementation 
suitable or mandatory tools can be additionally 
stated. Similar to the wallpaper approach the 
checklist is enacted externally and therefore cannot 
support data integration or coordination. The 
documentation support is designed to collect the 
executing agents (organization), the sequence of 
execution (behavior, e.g. via timestamps) and 
optionally a statement of used applications 
(operations). 

Process Navigation System (PNS): This 
approach is intended to support flexible, human-
centric processes. It suggests suitable actions and 
tools and refers to restrictions, but never enforces 
them (Schönig et al., 2012). Hence, the PNS 
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supports flexible coordination by recommending a 
set of process steps (flexible behavior), normally in 
interaction with human agents (strict organization). 
Standardized data interfaces and automatic 
execution of 3rd party tools are not intended, whereas 
adequate document and application links are 
contextually provided (flexible data integration). It is 
therefore perceived as a decision support system. 
The feedback of the users about the actual process 
flow is made available electronically as structured 
data and utilized to document the order of the 
executed process steps (strict behavior), the 
performing agent (strict organization) and the usage 
of applications and tools (flexible operations). 

Workflow Management System (WfMS): 
Traditional WfMS strictly execute the specified 
workflow logic and thereby communicate with 
human users and IT applications (Schönig et al., 
2012). Due to rigid runtime control functions this 
approach can be classified as strict coordination 
support. Documents, databases and 3rd party tools 
can be connected via pre-defined interfaces (strict 
data integration). “Most WfMS log data on cases 
and tasks executed” (van der Aalst, 2004). Besides 
(unstructured) result data like documents there are 
also collected (structured) control data about the 
interaction with human users and external systems 
that can be used as documentation and further 
analysis. For this reason, documentation support of 
WfMS covers all perspectives in high detail (strict). 

The classification of the implementation 
approaches for each support function is summarized 
in Figure 2, Figure 3, Figure 4 and Figure 5. The 
figures show the relevant detail from the 
classification framework for each support function 
(see Figure 1). On the X axis the support function is 
drilled down on the associated process perspectives. 
The Y axis differentiates between flexible and strict 
execution. Furthermore, the enactment type (external 
and/or internal) is labeled. The figures illustrate 
“how much” process support is delivered by the 
investigated approaches. In the next section it is 
shown how this classification combined with the ML 
requirements on process support is used to determine 
which MLs the approaches are able to reach. 

Figure 2: Information Provision. 

Figure 3: Data Integration. 

Figure 4: Coordination. 
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Figure 5: Documentation. 

3.2 Evaluation 

In Figure 2, Figure 3, Figure 4 and Figure 5 the MLs 
are located as discussed in Section 2.2 and 
summarized in Table 1. An implementation 
approach is considered to reach a specific ML for a 
particular support function if it is classified above 
the ML line. 

Principally, all implementation approaches fulfill 
ML1. As for ML2, the deployment of the CL and the 
WP should be accompanied by appropriate 
coordination (e.g. manually by a project leader). 

Both the WfMS and the PNS approach support 
ML3 per se, while as for the CL and the WP – along 
with coordination – there is also a lack of central and 
standardized access to process data and 3rd party 
tools. 

ML4 is only covered by WfMS, whereas PNS 
could be extended by adequate interfaces in order to 
not only establish ML4 through coordination and 
documentation but also promote ML4 quality 
through enabling access to all required data source. 

In Figure 6 the evaluation is summarized. It 
shows the assignments of support function and ML 
for each implementation approach. ML1 is reached 
by each approach. ML2 is fulfilled by WfMS, PNS 
and CL (CL in case of additional coordination 
support only). ML3 is implemented by WfMS and 
PNS. ML4 and ML5 are only reached by WfMS. 

Figure 6: Promoted Quality (Value). 

Whether the value is actually appropriate for a 
specific process case depends on the desired ML of 
the process and the cost-benefit ratio of the possible 
implementation approaches. An exemplary decision 
is outlined in the next section. 

3.3 Decision 

In the preceding section the value proposition of the 
implementation approaches was discussed, in 
particular how the support functions for QM are 
fulfilled and which MLs can be reached. Now, in 
this section, it is illustrated how the evaluation 
results can be used in order to decide whether an 
approach is appropriate to a particular situation. The 
evaluation matrix in Figure 6 serves as decision 
support for the identification of adequate process 
support for a specific ML. Therefore, the deviations 
(both gaps and exceedings) of the accomplished 
maturity in comparison with the required maturity 
are analyzed, as to whether they result in additional 
costs. An example for ML3 and the CL approach is 
depicted in Figure 7. There are following deviations: 

Gap 1 arises from the lack of a central provision 
of document templates according to the reference 
model. One solution would be to place the CL items 
directly into the header of the resulting documents. 
The templates could be published electronically as 
download in the enterprise intranet or printed out 
and handed over as paper-based forms. Gap 2 is due 
to the missing coordination function of the CL 
approach. It can be closed by appointing a project 
manager that allocates tasks according to the CL and 
monitors that the process flow ranges in the course 
of the reference model. As a consequence, there 
arise additional costs for the provision of the 
document template and project management in order 
to “secure” process execution against mistakes. 
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Exceeding 1 and Exceeding 2 can be 
compensated by adequate configuration of the CL. 
Information should only be stated and documented if 
it is actually needed in order to meet ML3. For 
example, if the reference process does not prescribe 
a specific order of process steps it is not worth to 
inquire date and time of finished tasks when filling 
in the CL. Hence, unnecessary costs can be avoided. 

Figure 7: Gap/Exceeding Analysis (Example). 

In summary, it can be seen that the CL approach 
– provided that coordination support at runtime can 
be neglected for the respective use case or 
substituted by manual project management – is 
indeed appropriate for ML3, as it enables sufficient 
flexibility in modeling information provision and 
documentation support. 

4 CONCLUSION AND OUTLOOK 

In this paper an approach for the analysis on the 
value of process support implementations for QM 
was introduced. On the basis of a classification 
framework it was shown how to determine the 
degree of process support differentiating between 
execution and documentation assistance (i.e. 
information provision, data integration, coordination 
and documentation). With the help of the BPMM 
requirements on process support a comparative basis 
for the selection of adequate implementations was 
created and applied to the Wallpaper, Checklist, 
Process Navigation System and Workflow 
Management System, which are four representative 
implementations. Finally, a procedure for decision-
making was suggested and some cost aspects were 
discussed. The illustration of the concept and the 
decision revealed that the Checklist is definitely 

appropriate to support process execution and 
documentation according to ML3 (standardized). 

The analysis approach can be enhanced in 
several respects. Besides modeling efforts also 
“soft” factors like user acceptance and general 
conditions like political constraints can be 
additionally considered for the cost assessment. 
Furthermore, it could be deliberated about whether 
the scope of supportive functions should be extended 
by, e.g., incorporation of improvements into the 
running process (in terms of exception handling and 
individual optimization) and into the reference 
model (in terms of adaptation and global 
optimization). Currently, the analysis approach is 
designed for a snapshot. Future work could be 
concentrated on how to take a more dynamic, 
prospective view on the evaluation (e.g. long-term 
planned maturity). 
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Abstract: Contemporary organizations require high-quality information to design and manage their business processes.
Important challenges in this context comprise (1) the decision regarding which information should be stored
and in what way, and (2) the need to allow adequate reporting for different organizational perspectives. To
tackle these issues, we proposed in previous work applying the concept of entropy as defined in statistical
thermodynamics to the domain of business process management. In this paper, we further elaborate on this
idea by performing a Monte Carlo simulation of the Custom Bikes case to show how guidelines are necessary
to control this entropy. In doing so, we extend previous theoretical contributions by releasing some simplifying
assumptions made earlier, while simultaneously proving its practical relevance in a case. Finally, this paper
discusses the important challenge for the need of adequate reporting from different organizational perspectives.

1 INTRODUCTION

Contemporary organizations require high-quality in-
formation to design and manage their business pro-
cesses. Recently, approaches for gathering and stor-
ing large amounts of data have improved significantly.
For example, Radio Frequency Identification (RFID)
allows to systematically collect data at predefined lo-
cations. This data can be stored in “data warehouses”,
which can manage large amounts of data. However,
arbitrary data gathering and storage is not sufficient.
For example, the current interest in “Big Data” indi-
cates that many organizations have issues to extract
relevant information from the data available. Impor-
tant challenges in this context comprise (1) the de-
cision regarding which information should be stored
and in what way, and (2) the need to allow ade-
quate reporting for different organizational perspec-
tives (e.g., management versus operational versus ac-
counting purposes).

While many different approaches and tools are
suggested to handle these issues in practice (e.g., busi-
ness intelligence tools), a theoretical understanding of
its complexity is often lacking. Such a lack obstructs
the systematic research and development of methods
to address this issue in a scientific way, as proposed
by, for example, the Design Science methodology
(Hevner et al., 2004). Therefore, we previously in-

troduced entropy as a possible candidate for studying
the structure of data generated in business processes
(De Bruyn et al., 2012; Oorts et al., 2012). Within the
BMSD community, other engineering concepts such
as the concept of homeostasis have been suggested as
well (Regev et al., 2012). This fits within the Enter-
prise Engineering paradigm, which states that orga-
nizations should be purposefully designed, and that
engineering knowledge can be used to better under-
stand organizational phenomena or design organiza-
tional artifacts. Baring this in mind, we earlier intro-
duced a set of general prescriptive design guidelines
which can be derived from the application of entropy
to the design of business processes, resulting in a fine-
grained modular structure (De Bruyn et al., 2013).

In this paper, we further elaborate on this idea
by demonstrating these guidelines in a realistic case
study. This implies abandoning some of the simpli-
fications made in previous work (e.g., considering a
single process flow). Moreover, this approach enables
more realistic insights regarding which information
should be stored (and how), as well as the impact of
integrating multiple design perspectives. We employ
a case study of which fine-grained business processes
have been published previously (Van Nuffel, 2011).
First, we generate a realistic data set for the processes.
Next, we illustrate how violations against our design
principles (to ensure an adequate modularization of
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the registered data) result in an increase of entropy
during execution-time (thereby demonstrating theo-
retic relevance), resulting in a loss of certain organi-
zational insights (demonstrating practical relevance).

In the remainder of this paper, we first explain our
proposed application of the entropy concept to busi-
ness processes (Section 2). Next, we introduce the
case study (Section 3) and the data generation and set-
up (Section 4). Section 5 covers a discussion of our
findings and the implications for research and prac-
tice. Finally, we offer our conclusions in Section 6.

2 ENTROPY GENERATION
DURING BUSINESS PROCESS
EXECUTION

Entropyas expressed in the second law of thermody-
namics is considered to be a fundamental principle
in traditional engineering sciences. While many ver-
sions exist, all approaches have basically the intent
of expressing the (increasing) amount of complexity,
uncertainty (i.e., lack of information) and tendency of
particles to interact (i.e., couple) within a system. In
this paper, we use the statistical thermodynamics per-
spective towards entropy. Here, entropy was defined
as proportional to the number of possiblemicrostates
(i.e., the whole of microscopic properties of the parti-
cles of a system) consistent with a singlemacrostate
(i.e., the whole of externally observable and measur-
able properties of a system) (Boltzmann, 1995). The
amount of microstate configurations which result in
the same macrostate is called themultiplicity of that
macrostate. A common way of dealing with entropy,
is to increase thestructureor the knowledge of the
internals of the system. Structure can be used to con-
trol entropy by allowing less interaction between the
constituting components before the information is ob-
served. This way, as fewer microstate configurations
remain consistent with a single macrostate, less un-
certainty remains. The mechanisms related to en-
tropy reasoning have found their reflection in many
domains, including business and management topics
(Jacquemin and Berry, 1979). Even for the business
process management domain, some contributions can
be found (Jung et al., 2011).

As our application of entropy to business pro-
cesses has been discussed in detail in previous pub-
lications (De Bruyn et al., 2012; Oorts et al., 2012;
De Bruyn et al., 2013), we only recall our reason-
ing here briefly. First, the run-time instantiation space
of a business process needs to be defined (De Bruyn
et al., 2013). The modular structure of a business

process has been defined to consist of process mod-
ules and task modules (Van Nuffel, 2011). Therefore,
the design of a business process (such as theOrder
Handling process in Figure 1) and its constituting
tasks need to be defined (e.g., we usedBP1 for a busi-
ness process andt1 for a task). Moreover, the run-time
instantiation space requires the identification of each
instantiation of the business (e.g., instantiationBP1,1
process and its tasks). Therefore, a possible business
process instantiation space might be:







BP1,1 = {t1,1, t2,1, t3,1, t5,1}
BP1,2 = {t1,2, t2,2, t4,1, t5,2}
BP1,3 = {t1,3, t2,3, t3,2, t5,3}

Second, the interpretation of microstates and
macrostates has been elaborated upon (De Bruyn
et al., 2012). A microstate of a process is the union of
values of properties for each individual process par-
ticle (i.e., a task instantiation). A macrostate refers
to the observable information of the process as a
whole (e.g., throughput time or quality measures).
Third, a set of aggregation dimensions has been pro-
posed, which indicate how the multiplicity of a busi-
ness process macrostate increases when information
of the task instantiations is aggregated. Fourth, four
principles have been discussed to structure the task
information: (1) Separation of States (SoS): states
should be introduced as measuring points through-
out a process; (2) Separation of Concerns (SoC): a
unique state should be introduced for separating infor-
mation regarding each individual relevant information
unit or concern; (3) Data instance Traceability (DiT):
each business process and task instance should be
linked to its information input and the information ob-
ject (specifics) it is operating on; (4) Action instance
Traceability (AiT): each task instantiation should be
linked to the specific business process instantiation
it is embedded in. Principles 1 and 2 relate to the
Normalized Systems (NS) principles (Mannaert et al.,
2011) at design-time. In contrast, principles 3 and 4
can only be applied in the run-time instantiation space
(Mannaert et al., 2012). While a conceptual example
was already discussed (De Bruyn et al., 2013), a call
was made for the application of the entropy concept to
a more realistic case, which will be part of the present
paper.

3 CASE DESCRIPTION

The “Custom Bikes case” used in this paper has orig-
inally been introduced by Van Nuffel (2011) and de-
scribes the business processes of a small company
producing customized bicycles. In order to adapt the
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Figure 1: BPMN representations of the business process typesOrder Handling andPart.

complexity of the case to the available page limit, we
focus on theOrder Handling Process. Further, a
set of assumptions were made to limit the complexity
added in the run-time analysis (see Table 1). The pro-
cess, depicted in Figure 1, describes the receipt of an
order, which triggers some administrative processes
or tasks (i.e., the first three tasks). Next, the order is
evaluated and, if it is accepted, the parts for the order
are reserved. Since a part is a differentconcern(i.e., it
is located on a different aggregation level (Van Nuffel,
2011, p. 199)), it is represented in a different busi-
ness process, i.e., thePart Process. For every part
which is requested, the stock availability is checked.
If a part is available, it is reserved immediately. Oth-
erwise, quotes are requested from different suppliers,
and the part is ordered from of the suppliers. When
the part is received, it is reserved as well. As soon
as all the parts are reserved, the bicycle is assembled,
and an invoice is sent.

Our case selection was primarily motivated by
the fact that these business processes already exhibit
a highly fine-grained modular structure, designed to
prevent the occurrence of combinatorial effects. Such
effects are defined as the need to adapt multiple pro-
cesses when a single change is required. For ex-
ample, if thePart Process would be included in
the Order Handling Process, other processes re-
quiring parts (such as aRepair Service Process)
would need to include these process steps as well.
Consequently, a change to thePart Process (e.g.,
adding a task) would need to be applied in two differ-
ent processes. The elimination of combinatorial ef-
fects has been shown to be a prerequisite to achieve
systems theoretic stability (Mannaert et al., 2011).
Further, it has been shown that the fine-grained mod-

ular structures needed to obtain stability in the design,
also tend to reduce entropy at run-time (Mannaert and
Verelst, 2009). Therefore, while the run-time perspec-
tive of entropy might require the application of ad-
ditional principles, we hypothesize that the modular
business process design as proposed by Van Nuffel
already exhibits a low amount of entropy and consti-
tutes a good starting point for our case study on en-
tropy occurrence during business process execution.

4 SIMULATION SET-UP

In order to demonstrate entropy-related benefits when
adopting normalized business processes (i.e., exhibit-
ing stability and low entropy), a set of already nor-
malized business processes should be started from.
However, to our knowledge, no organizations seem to
employ fully normalized business processes. There-
fore, we chose to perform a simulation of the de-
scribed artificial case study as they were already nor-
malized in earlier work based on the concept of sta-
bility (Van Nuffel, 2011). In terms of data and pro-
cess simulation method, a Monte Carlo experiment
was conducted. Such method generally consists of
a certain type of computational algorithm, employ-
ing a (high volume) repeated random sampling with
the aim to obtain numerical data to mimic, for in-
stance, the probabilities of certain real-life processes.
The use of Monte Carlo experiments in the context of
business processes can be noted in literature as well
(Tumay, 1996). Typically, the Monte Carlo method
is adopted to solve mathematical or operational prob-
lems for which no straightforward analytical solutions
are within reach. While the Monte Carlo method is

A Case Study on Entropy Generation during Business Process Execution - A Monte Carlo Simulation of the Custom Bikes
Case
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Table 1: Case assumptions.

1. A part represents the most atomic unit for assembling a bike (i.e., no “sub-assemblies” exist).
2. Each bike consists out of three part types (i.e., wheels, chain wheel and frame).
3. The case organization has a fixed supplier who delivers once in a month a limited set of the most frequently used parts.
However, as the organization is specialized in delivering highly-customized bikes, it frequently occurs that this monthly-based
inventory appears to be insufficient or that the part is so rarely used that it is not included in the monthly inventory fill-up.
When a part type is not available in stock, a quoting process takes place, in which a number of possible suppliers is asked to
make a quotation for delivering the considered part. The best supplier (based on a rather complex and human-based decision)
is chosen, after which a procurement order is placed.
4. For every part which is decided to be procured externally,at least one supplier will be available.
5. In case multiple parts are ordered from the same supplier,the same delivery duration for all parts is assumed.
6. A theoretically infinite amount of concurrent productioncapacity is assumed. Hence, no bottlenecks due to lacking manu-
facturing resources (i.e., place, personnel, etcetera) can occur.
7. No measuring errors are taken into account. Hence, all recorded data and possible extreme values are deemed to be correct.
8. Only accepted order instantiations are considered (i.e., only positively evaluated orders are considered in our data analysis),
this means that task 3 (i.e., “Send Reject Notification”) is typically not executed.

perfectly suited to generate samples of complex prob-
ability distributions, we chose to generate our data
primarily for variables assumed to be normally dis-
tributed, as this distribution seems both sufficient to
illustrate our entropy reasoning adequately and rather
realistic when analyzing aspects like throughput time
or costs related to (tasks of) a business process.

We will now successively discuss which parame-
ters were used as an input for the generation of the
data in the experiment (i.e., the “preprocessing”), the
different simulation scenarios which were set-up to be
able to demonstrate and analyze our entropy approach
(i.e., the “simulation”) and some overall observa-
tions regarding the eventually generated data (i.e., the
“postprocessing”). The actual discussion and analysis
of our findings will be described in Section 5.

4.1 Preprocessing

As stated earlier, we primarily assumed normally
distributed variables to generate data reflecting the
throughput time and costs associated with each
task instantiation in an instantiated business process.
Hence, for each of the task types we determined a
population mean for its throughput time variable, as
well as a standard deviation and an absolute minimum
(to prevent throughput times from becoming negative
in extreme cases). Consequently, for the task types
“Register Order”, “Evaluate Order”, “Retrieve Quan-
tity on Hand”, “Determine Availability”, “Draft Part
Requirements”, “Quoting”, “Procure Part”, “Reserve
Part”, “Assembly Process” and “Invoice Process”, the
mean, standard deviation and absolute minimum are
depicted in Table 2. For all these tasks, except “As-
sembly Process”, we assumed that the costs are pro-
portional to the duration of the activity (as these tasks
are solely relying on human activities). In such case,
the cost (expressed in euro) was equal to 30 times
the duration (expressed in number of individual man

days). For the tasks “Receive Part” and “Assembly
Process”, we modeled our simulation in such way that
costs were based on a distinct normal distribution as
they were assumed to be equal to the purchasing costs
(for “Receive Part”) or related to other resources than
pure manpower such as machinery (for “Assembly
Process”).

Further, in case a part should be ordered from a
supplier, the decision regarding which supplier would
be chosen was considered to be based on a rather com-
plex and purely human decision (cf. Table 1), and the
choice was hence modeled to be evenly distributed
among all suppliers (i.e., each having a 20% chance
for each procurement instance of a part type). We
can see that each supplier has its own mean deliv-
ery time and standard deviation. One can further no-
tice that, while the mean delivery time of supplier
5 is not spectacularly higher than that of the other
suppliers, its standard deviation is. In practical busi-
ness terms, this means that this supplier is the most
unreliable one based on its delivery policy. Clearly,
organizations aiming to offer their products or ser-
vices quickly, need to have reliable and fast-delivering
suppliers. Hence, for our considered bike producing
company, this is deemed to be a problematic situation.
The underlying question which we ask ourselves dur-
ing the analysis of the case study is: to which degree
can this problematic situation be observed and traced
in different possible business process designs?

In summary, the parameters as depicted in Table 2
served as input variables to generate a number of sim-
ulations, discussed in the next subsection.

4.2 Simulation Scenarios

In order to simulate the processes as depicted in Fig-
ure 1, a number ofn= 100 process instantiations was
generated. Consequently, for each of the taskst1, t2,
t4 (being the result of taskst5, t6, t7, t8, t9, t10 andt11),
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Table 2: Parameters used as input for the Monte Carlo simulation.

task duration (man days) cost (e)
mean st. deviation minimum mean st. deviation min

Register Order (t1) 0.0625 0.0125 0.00625 ∼ time
Evaluate Order (t2) 0.1250 0.0420 0.0125 ∼ time
Send Reject Notification (t3) not relevant not relevant
Part Process (t4) depends on tasks 5 till 11 depends on tasks 5 till 11
Retrieve Quantity on Hand (t5) 0.0500 0.0100 0.0050 ∼ time
Determine Availability (t6) 0.0500 0.0100 0.0050 ∼ time
Draft Part Requirement (t7) 0.2500 0.0950 0.025 ∼ time
Quoting (t8) 2.5000 0.4000 0.2500 ∼ time
Procure Part (t9) 0.2500 0.0800 0.1000 ∼ time
Receive Part (t10) depends on supplier chosen 250 40 15
Reserve Part (t11) 0.0500 0.0100 0.0005 ∼ time
Assembly Process (t12) 0.5000 0.2000 0.0050 250 50 50
Invoice Process (t13) 0.1250 0.0420 0.00125 ∼ time
Delivery time supplier 1 3 0.3 0.3
Delivery time supplier 2 2.8 0.3 0.28
Delivery time supplier 3 2.6 0.4 0.26
Delivery time supplier 4 3.2 0.4 0.32
Delivery time supplier 5 3.6 4 0.36

t12 and t13, a task instance duration and associated
cost had to be generated for each process instantia-
tion. This was done by associating a random number
x∈ [0,1] with each of these task instantiations. Next,
for each of these instances, the valuezt was calculated
for which there is a probability ofx in the normal dis-
tribution of the considered taskt that a lower value is
generated, so that for instance:P(cost(t1)≤ zt) = x.
Hence, by using this procedure, for each of the task
instantiations, a cost and throughput value is assigned
based on a random sampling from their normal distri-
bution. Also for supplier selection, a random number
x ∈ [0,1] was generated. Based on this value, sup-
plier 1 was assigned ifx ∈ [0;0,25], supplier 2 was
assigned ifx∈ ]0,25;0,50], etcetera.

Based on these cost and throughput values per task
instance, a set of performance variables could eas-
ily be calculated, such as total cost price of a prod-
uct instance, total throughput time for a product in-
stance, mean cost price of a certain product type,
mean throughput time of a certain product type, mean
throughput time of a certain task type, etcetera. Three
different case study scenarios were considered based
on this initial simulation. Each time, the same set of
randomly generated “basis” data was used. However,
some different aggregations were performed in each
of the case scenarios (cf. infra), implying a different
degree of detail or granularity regarding their result-
ing variables/indicators and hence, as we will show,
entropy. Each of these aggregations was based on
one of the aggregation dimensions we proposed in
De Bruyn et al. (2013), in which we illustrated the
business relevance of each of them. Afterwards, for
each of the considered case study scenarios, the nec-

essary performance variables could be easily calcu-
lated by summing the respective task (instances). We
will now highlight each of these case study scenarios:

Scenario 1. This scenario represents the most fine-
grained variant of our case study and the regis-
tered information exactly mimics the granularity
as represented in Figure 1, applying the guidelines
as proposed in the work of Van Nuffel (2011).
Hence, no summation on top of these fine grained
tasks or their instances is made. Also, informa-
tion regarding the data used for each task instan-
tiation as well as the business process instance to
which it belongs, is persisted. Consequently, no
entropy should be able to occur as each of the
NS entropy principles is adhered to. This scenario
corresponds to an example of aggregation dimen-
sion 1 in De Bruyn et al. (2013).

Scenario 2. In this scenario two activities within the
Part Process are combined (“Procure Part” and
“Part Received”) into a new task labeledt19. This
means that, for each process instance, no sepa-
rate state is kept between the execution of these
steps and, hence, no independent information on
the execution of these both tasks is available for
the observer. This scenario corresponds to an ex-
ample of aggregation dimension 2 in De Bruyn
et al. (2013). However, as this might cause in-
formation loss regarding two (arguably) relevant
parts in the process, this scenario is expected to
create a certain degree of entropy due to SoS and
SoC violations.

Scenario 3. In this scenario, the data regarding the
Part Process execution does not include in-
stance specific information such as: for which
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Order Handling Process instance was a par-
ticular Part Process instance carried out? Was
the Part Process instance aimed at providing
the wheels, frame or chain wheel? In case the
Part was externally procured, which supplier was
chosen to do so? In other words, information re-
garding the execution of each of the specific tasks
in the business process flow is mainly available
“at bulk” without any reference to the specifics
of each individual instance. This scenario corre-
sponds to an example of aggregation dimension 4
in De Bruyn et al. (2013). However, as this might
cause information loss regarding (arguably) rele-
vant information in the process, this scenario is
expected to create a certain degree of entropy due
to AiT and DiT violations.

4.3 Postprocessing

Some descriptive statistics of the generated data can
be found in Figure 2. Obviously, these data and gener-
ated sample distributions highly approximate the pop-
ulation distributions as set out in Section 4.1. How-
ever, while this might initially occur to the reader as
a circular reasoning, the whole point of our reasoning
is exactly the fact that the observer in a realistic case
is not aware of the actual population distributions and
should perform his analysis solely based on the infor-
mation registered during the execution of the business
process instantiations. This allows to mimic the situ-
ation in which, for instance, extreme cases (e.g., high
throughput or delivery time) or other problems (e.g.,
an unreliable supplier) are generated by the simula-
tion model and a business analyst is aiming to trace
(i.e., diagnose) the origin (i.e., microstate) of this ob-
served fact (i.e., the macrostate).

5 FINDINGS AND DISCUSSION

Let us assume that the manager of our simulated
bike selling company observes (macroscopically) that
too many deliveries of requested bike orders exceed
7.5 man days in order to be delivered. This can be
seen in Figure 2a en 2b, where a line is drawn at
this point. Indeed, the boxplot (a) is asymmetrical
and its upper whisker is rather long, indicating that
some outliers or extreme values are present. Also the
histogram (b) shows that at least 10 out of the 100
simulated bike order instantiations exceed this border
value. The manager considers this situation harmful,
as customers typically tend to file complaints starting
from this moment. Therefore, he wants to find out
what the cause of these extreme throughput values for

theOrder Handling Process is. In Section 4.1, we
explained how we configured the parameters of our
simulation model in such way that the standard devi-
ation of the delivery time of supplier 5 is extremely
large, compared to the other four suppliers. In each
of the different case study scenarios, the process and
the possibility to fulfill the managers’ assignment to
locate this problem differ. We will consider each of
them consecutively.

5.1 Scenario 1: The Normalized Case

In scenario 1, all information depicted in Figure 2
(i.e., panels a till i) is (macroscopically) available for
the observer for solving his problem. Indeed, infor-
mation regarding all fine-grained tasks, as implied by
the application of the guidelines of Van Nuffel (2011),
and their instantiations is registered and available for
further inspection by the observer. First, panels a and
b indicate an asymmetric delivery time and a large
number of outliers or deliveries exceeding the desired
7.5 man days. For instance,Order Handling in-
stance 38 was indicated to have a delivery time of al-
most 15 man days.

In a next stage, the observer would logically opt
for splitting out the different tasks in theOrder
Handling Process in order to dig down to the origin
of the observed problem. Here, panel c indicates that
task 4 —the “Part Process” (i.e., being the aggrega-
tion of the completion of thePart Process instances
needed to proceed with the “Assembly Process”
task)— not only represents the largest mean amount
of time for the wholeOrder Handling Process but
also, and probably more importantly, exhibits a very
large deviation. Indeed, the histogram of panel d
shows that a large amount of instances of task 4 has a
throughput time less than one man day (i.e., the cases
where all three parts are in stock). However, also a
relatively fair amount of instances require more than
6 man days to complete, implying a large chance that
the total delivery time will also exceed the target de-
livery time.

The next logical step would be to split up the
steps constituting thePart Process as is depicted in
panel e. One can see that primarily the tasks “Draft
Part Requirements” and “Receive Part” take some
time to be executed, but that the “Procure Part” task
has large deviations. Having identified the most fine-
grained task responsible for the extremely delayed
Order Handling Process instances, a process de-
sign exhibiting (data) instance traceability would al-
low an even more detailed analysis showing the
throughput time for this task, categorized by the sup-
plier chosen when the a part is externally procured
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(i.e., panels g and h). It is only at this stage of the rea-
soning, that one is able to identify the root cause of the
problem introduced in our simulation model (i.e., the
unreliability of supplier 5 in terms of delivery time).

Consequently, both the observability and trace-
ability of the introduced problem are rather straight-
forward in this scenario. Indeed, in case supplier 5
would be removed from the part suppliers portfolio,
the extremely irregular delivery time would almost
completely disappear, solving the originally identified
problem. Hence, the multiplicity in this scenario is
1 (and entropy 0) as the macrostate (i.e., the identi-
fied problem of a set of extreme throughput times of
theOrder Handling Process) can be unambiguously
related to one microstate (i.e., the configuration in
which one task and its instance data (such as supplier
chosen) can be attributed as causing the problematic
macrostate, the other tasks being normal). This can
be seen at two distinct levels: (1) at the type level
of processes and tasks (i.e., identifying the process
and task type responsible for the deviations in the ob-
served total throughput time) and (2) at the instance
level of processes and tasks (e.g., to trace the fact that
for Order Handling instance 38, 11.7 man days of
the total throughput time were spent while waiting
for the delivery of Part 3 for which supplier 5 was
chosen). Finally, from panel i, we can derive that fo-
cusing on the cost perspective would not have been
sufficient to correctly diagnose this delivery related
problem as many extreme deliveries have only low or
moderate registered costs (e.g., the costs forOrder
Handling instance 38 only amounts to 747e).

5.2 Scenario 2: Violation Regarding
SoS/SoC

Scenario 2 represents the scenario in which a viola-
tion towards the principles SoS and SoC is introduced
as information regarding two independent informa-
tion units are combined, i.e., the “Procurement Part”
and “Part Received” tasks. Consequently, the infor-
mation (macroscopically) available for the observer
is restricted to panels a, b, c, d, and f in Figure 2. The
problem analysis in this scenario will proceed analo-
gously to the procedure outlined for scenario 1, until
the point that the different constituting tasks of the
Part Process are to be examined for their respec-
tive throughput times. However, at this stage, the ob-
server will not be able to differentiate between poten-
tial problems regarding the “Procure Part” task (e.g.,
do the people at the procurement department face dif-
ficulties for drafting and placing the orders, or do they
have a bottleneck making each procurement wait for
a certain amount of time before it can be placed?) or

“Part Received” task (e.g., are there any kind of prob-
lems related to the delivery itself?). That way, one
cannot be sure whether the problem is situated under
ones own responsibility (i.e., the procurement depart-
ment) or an external party (i.e., the supplier) and en-
tropy clearly increases. Indeed, while the observer
in this example is still able to be aware of a problem
regarding the overall throughput time of theOrder
Handling Process (the macrostate), multiple (i.e.,
minimum 2) independent causes (i.e., tasks) can be
deemed to be at the origin of this phenomenon (i.e.,
both procurement or delivery). As a consequence, for
eachPart Process instantiation, multiplicity equals
2, entropy rises and the traceability of the problem
decreases. Consequently, in a good business process
design, these information units should be separated
into distinct tasks to allow for the above mentioned
analyses. Interestingly, the “Actor Task Responsibil-
ity” guideline proposed by Van Nuffel (2011) would
already recommend this separation as the procuring
and the delivery of parts are carried out by different
actors, in this case even from different organizational
entities.

5.3 Scenario 3: Violation Regarding
DiT/AiT

Scenario 3 represents represents the scenario in which
a violation regarding the DiT and AiT principles is
introduced. Indeed, DiT requires that the relevant
data for executing a task is registered and related to
the relevant state, whereas AiT implies that the ex-
ecution of a task instance should be unambiguously
traceable to the business process it is embedded in.
This requirement is not met for thePart Process
in this scenario. Consequently, in this scenario, the
information (macroscopically) available for the ob-
server is restricted to panels a, b, c, d, and e in Fig-
ure 2. The problem analysis in this scenario will
therefore proceed analogously to the procedure out-
lined for scenario 1, until the point that the “Receive
Part” task becomes identified as being responsible for
the extreme values regarding overall throughput times
of theOrder Handling Process. However, at this
stage, the observer will not be able to differentiate
between possible problems related to the specifics of
the different suppliers. That way, the only conclu-
sion which can be drawn from this data is that some
problems regarding the delivery of parts are present.
Indeed, while the observer in this example is again
able to be aware of a problem regarding the overall
throughput time of theOrder Handling Process
(the macrostate), multiple (i.e., minimum 5) indepen-
dent causes (i.e., suppliers) can be deemed to be at the
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origin of this phenomenon (i.e., is the problem sup-
plier specific and if so, which supplier?). As a conse-
quence, for eachPart Process instantiation, multi-
plicity equals 5, entropy rises and the traceability of
the problem decreases. In a good business process
design, these information aspects (i.e., data) should
be traceable to their corresponding task instance ex-
ecutions to allow for the above mentioned analyses.
In fact, the “Aggregation Level” guideline proposed
by Van Nuffel (2011), would at least suggest to sepa-
rate the delivery of parts in a distinct business process
of which the instances are logically linked to their
“parent” business process instance. Additionally, we
would recommend to register for each task instantia-
tion the business process instance it belongs to as well
as the argument data it employed for triggering its ex-
ecution.

Finally, imagining the scenario in which “Part
Process” is only considered as one atomic tasks,
clearly constitutes an example of a violation of both
the SoS/SoC and DiT/AiT design principles, thereby
combining the difficulties of traceability discussed for
scenarios 2 and 3 and further increasing the degree
of entropy. Further, while in all three case scenarios,
the observability of a problematic situation was still
present, we showed in De Bruyn et al. (2013) that an
increase in entropy might also lead to a lower degree
of traceability. In our case example, this might be
show up in case we did not include one unreliable sup-
plier, but instead one supplier having a higher mean
delivery time compared to all other suppliers in the
supplier portfolio: this would lead to unnecessarily
high (mean) delivery times without the manager or
process owner being necessarily aware of it because
no “extreme” cases or outliers would be apparent and
no supplier-specific analysis could be done.

5.4 Reflections

At the end of Section 5.1, we already briefly men-
tioned that a focus on different perspectives when
collecting data from business processes is necessary.
Different stakeholders in an organization require dif-
ferent kinds of information which should all be con-
sidered when collecting data. For example, busi-
ness process throughput optimization, cost account-
ing (e.g., requiring part costs and activity drivers) and
manufacturing perspectives all require different data.
In our case example it was for instance shown that
problematic high throughput times of a process do
not necessarily imply high execution costs and vice
versa, as can be seen from Figure 2i. The combina-
tion of these different perspectives is not straightfor-
ward, and is not focused on in many research projects.

In dedicated research domains (such as operations re-
search or management accounting), a degree of spe-
cialist expertise is needed which does not necessar-
ily allow insight in other fields. While we do not
claim to have extensive expertise in these domains,
the focus on multiple different perspectives demon-
strates the emergence of issues which are specific to
the integrationof different domains. Such integration
issues represent wicked problems. Even in research
domains which focus on integration, it is claimed that
only local optimizations are known, or that integration
is studied based on one dominant perspective (Ethiraj
and Levinthal, 2004).

Such integration problems can be explained
clearly based on our theoretical framework. Consider
the application of the first two principles presented in
Section 2. These principles require the identification
of the different concerns of a certain perspective, and
separating them by explicitly keeping states. How-
ever, the concerns which are identified will vary for
different perspectives. The design of a business pro-
cess which needs to be analyzed in a business pro-
cess optimization perspective will focus on concerns
which influence the throughput of the process. How-
ever, when these different tasks all have the same ac-
tivity driver for an Activity-Based Costing system,
their separation is not required based on the applica-
tion of the Separation of Concerns principles from a
cost accounting perspective. For example, similar to
the aggregations performed in case scenario 2, the se-
quence of tasks regarding the smaller administrative
tasks (e.g., tasks “Register Order” and “Evaluate Or-
der”) could be combined from a cost accounting per-
spective, because (a) they do not need to be booked
in separate accounts, since only the cost of a prod-
uct as a whole is relevant; (b) they are all performed
by the same type of resource (i.e., a human resource),
which indicates a similar activity driver; and (c) the
costs of these tasks equals “labor time” times “la-
bor cost per time unit”. From a process optimization
perspective, different arguments for separating these
tasks could be raised. For example, different employ-
ees can perform these tasks, which can cause differ-
ent throughput times. Moreover, from an organiza-
tional diagnostic perspective, these tasks should be
separated as well: this would allow an often-occurring
erroneous process outcome to be traced back to a sin-
gle task, or a single employee. For instance, in our
Custom Bikes case, managers would typically like to
be informed when the “Register Order” and “Evalu-
ate Order” tasks have significantly different through-
put and/or success rates. In contrast, concerns which
need to be separated from a cost accounting perspec-
tive (e.g., tasks with different activity drivers) may
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not be relevant to the business process optimization
perspective (e.g., when they do not add to through-
put time). Additionally, similar to the aggregations
performed in case scenario 3, a manufacturing or as-
sembly viewpoint might consider the data regarding
which supplier delivered a specific part as irrelevant
(assuming that each of the 5 considered suppliers in
our case deliver identical parts). However, we showed
in our discussion that such (data) instance traceabil-
ity can be relevant for other perspectives (such as
business process optimization in terms of throughput
time) as it was actually at the core of our simulated
problem: one of the considered suppliers turned out
to be rather unreliable in terms of its delivery time.

Therefore, the only way to gather data which pro-
vides sufficient insights for different perspectives si-
multaneously, is by separating the union of all con-
cerns of these perspectives. Based on these “atomic”
information units, different aggregations can be de-
rived to provide the required information of each per-
spective. Such detailed data could be useful even for
perspectives where certain concerns do not need to be
separated at this moment. Consider an organization
which needs to switch from a European way of re-
porting to an American one. Different accounts may
be necessary in that case. However, the atomic infor-
mation units can be re-aggregated in a different way
to comply with the new regulations. Moreover, in Eu-
rope many organizations perform two sets of book-
keeping: a national and a European one. Instead of
requiring (partly duplicate) data input in separate sys-
tems, such systems should be built to be able to handle
the aggregation of the same atomic information units.
Of course, the selection of such type of data requires
a highly structured approach aiming at gathering con-
sistent and fine-grained data. However, regarding this
granularity in for instance the cost accounting field,
it has been acknowledged that the “activities” iden-
tified in Activity-Based Costing (ABC) systems, are
to be understood as being “composed of theaggrega-
tion of units of work or tasks” (Drury, 2007, p. 342).
Therefore, the “activities” proposed can probably not
be considered as the “atomic” information units, cer-
tainly if one’s aim is to reuse these information units
for deriving insight from the different perspectives
mentioned above. Further, it has been reported that
the collection of fine-grained data for an Activity-
Based Costing system can become highly complex
(Kaplan and Anderson, 2004). However, consider
the structured way of designing software architec-
tures using Normalized Systems theory (Mannaert
and Verelst, 2009). Reusable building blocks for cer-
tain software functionality, called elements, describe
the modular structure of all concerns from different

relevant perspectives (such as remote access, security,
etcetera) which need to be handled for performing, for
example, a software action. This forces designers to
develop software based on such fine-grained modular
elements. The incorporation of a reporting concern
within these software elements (typically supporting
a set of business processes) could for example provide
possibilities to obtain the required fine-grained data in
organizations, as suggested in this paper. The design
of such elements on an organizational level itself has
been explored as well (De Bruyn, 2011; De Bruyn and
Mannaert, 2012). To obtain such elements, reusable
building blocks should be designed which perform a
generic organizational action and which handle rele-
vant cross-cutting concerns, such as logging relevant
data. In our example, the part reservation process
could be such a reusable element, which keeps data
concerning a.o. its throughput time, and the cost of
the reserved part.

6 CONCLUSIONS

In this paper, we aimed to provide evidence for en-
tropy generation during the execution of business pro-
cesses if NS theory principles are not adhered to, by
performing a Monte Carlo simulation of the Custom
Bikes case. Hence, this paper has several contribu-
tions. First, this paper validates in a more practi-
cal and empirical way conceptualizations proposed in
earlier work. Second, we extended this conceptualiza-
tion of entropy reasoning for business process model-
ing by releasing several simplifying assumptions (i.e.,
considering multiple (interacting) business processes
and allowing different mean (duration or cost) param-
eters for each task type). Third, we elaborated on
the need to split tasks and business processes up to
the level of so-called “atomic tasks”, which should be
able to be considered as atomic from several perspec-
tives simultaneously (e.g., cost accounting and oper-
ational business process optimization perspectives).
In future research, it might be interesting to propose
a set of more specific (business-oriented) guidelines
to delineate business processes and their constituting
tasks, as Van Nuffel (2011) did for the stability rea-
soning in NS, and contrast both approaches Clearly,
the aim of this paper was not at all to employ com-
plex or advanced statistical methods to perform data
mining on the information traces delivered by busi-
ness process execution. Instead, we consciously em-
ployed only the most basic statistical reasoning tech-
niques to show that the identification and registration
of the basic (“atomic”) data regarding business pro-
cess execution needs a sufficient amount of attention
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from multiple perspectives, before entropy reduction
and relevant data analysis can occur.
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Abstract: Formal verification of business process models is of interest to a number of application areas, including check-
ing for basic process correctness, business compliance, and process variability. A large amount of work on
these topics exist, while a comprehensive overview of the field and its directions is lacking. We provide an
overview and critical reflections on existing approaches.

1 INTRODUCTION

Business process modeling helps businesses to in-
crease the quality of their processes. Formal tech-
niques are used to model, implement, execute, and
monitor business process models. Model checking
is a technique which verifies a given system model
for compliance with a specification of interest, for
various practical goals including ensuring basic cor-
rectness of processes, business compliance check-
ing, and process variability. A related survey (Mori-
moto, 2008) provides an overview of business process
checking, but does not consider compliance and vari-
ability as supported through formal verification, while
in (Aiello et al., 2010), we survey variability for busi-
ness processes.

While a large amount of work exists in the field
of business process verification, it lacks an overview
of the state of the field and its related formal verifi-
cation frameworks. As such, in the present treatment,
we aim to provide an overview of formal verification
goals, techniques, and frameworks for business pro-
cess modeling, and give critical reflections.

Frameworks aiming at the verification of business
process models exist. They supports various process-
specification formalisms, e.g., imperative, declara-
tive, event-driven, or artifact-centric. In imperative
specification formalisms, processes are modelled as
sets of tasks or activities, gates, and events inter-
linked by flows or transitions. Each activity describes
a single unit of work and the transitions describe the
order between these units of work. Common nota-
tions include Business Process Model and Notation

(BPMN) (OMG, 2011), Business Process Execution
Language (BPEL) (Oasis, 2007), Unified Modeling
Language (UML) activity diagrams (OMG, 2011),
and Yet Another Workflow Language (YAWL) (Hof-
stede et al., 2010). Alternatively, declarative specifi-
cation formalisms, such as (Pesic and van der Aalst,
2006), model processes without distinct flow controls
which specify order between units of work. Instead,
these specifications express a process model as a set
of activities and a set of constraints over these activ-
ities, with the constraints restricting the possible in-
clusion and ordering of the activities. Any process
behaviour not prohibited by these constraints is valid.

Event-driven specification is another approach to
business process modelling. Defined in (Keller et al.,
1992), Event-driven Process Chains (EPC) are di-
rected graphs mainly consisting of events, functions
(activities), and logical connectors (gates). Unlike im-
perative specifications, EPC do not model node order-
ing explicitly. Although EPC are known for their in-
telligible notation and simplicity, their lack of seman-
tics is a topic of discussion (van der Aalst, 1999). Fi-
nally, artifact-centric specifications focus on the evo-
lution of business entities and data. Originally pro-
posed in (Nigam and Caswell, 2003), such specifica-
tions incorporate the notion of the lifecycle of busi-
ness artifacts, such as data—which is ignored by most
other specifications.

In what follows, Section 2 examines the tech-
niques and goals of business processes verification.
We classify and discuss verification frameworks in
Section 3, and conclude in Section 4.
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2 BUSINESS PROCESS MODEL
CHECKING

Business processes verification can be based on sev-
eral algorithmic techniques (and some supporting in-
termediary modelling formalisms), and be used for a
number of goals. Next we overview these.

2.1 Verification Techniques

Petri Nets are state-transition systems used to analyze
distributed systems. They are amenable to intuitive
graphical notation which, unlike most of the process
notations discussed in Section 1, include a mathemat-
ical definition of its execution semantics. A number
of subclasses of Petri Nets have been defined, most
notably the sub-class of Workflow (WF) nets (van der
Aalst, 1998) which is applied as an intermediary for-
malism in the verification of business processes. Be-
sides Petri Nets, a system may also be modelled as
a finite state machine (FSM)—a directed graph of
nodes and edges, with nodes representing a system
state system and edges representing a change in state.
Both Petri Nets and FSM-like models are then veri-
fied against a specification or correctness property.

On the other hand, generic model checkers, e.g.,
SPIN (Holzmann, 2004) and nuSMV2 (Cimatti et al.,
1999), implement search algorithms to verify any sys-
tem modelled in the model checker’s input languages.
Of these, notable is the Process Meta-Language, or
Promela, used by SPIN. Business processes can be
remodelled using Promela, with the Promela imple-
mentation then internally translated into an automaton
and verified against a correctness property.

Correctness properties may be informal specifi-
cations, process models, or logic formulas. Infor-
mal specifications include properties defined as sim-
ple tuples or programming methods. Process mod-
els themselves can be used as correctness properties
as well. In this case, the original business process
model is verified to be a refinement of the correctness
model. Logic properties are formulas in logics rang-
ing from propositional logic to deontic and temporal
logic. Deontic logics reason about obligations and
permissions. Temporal logics include Linear Tempo-
ral Logic (LTL) and Computation Tree Logic (CTL),
a branching-time logic. LTL specifies properties (e.g.,
the universality of a certain state property, and the or-
der of states) over states occurring on process exe-
cution paths. CTL extends this set of temporal op-
erators with path quantifiers, such that formulas can
specify properties over branching executions. Exten-
sions of these logics are common for process verifi-
cation. They include Past-time LTL (PLTL), but also

novel logics for business process specification.

2.2 Goals of Verification

Business process verification is the act of determin-
ing if a business process model is correct with regard
to a set of formal correctness properties. Often, veri-
fication is automated by tools known as analyzers or
model checkers. Several goals for using verification
are presented in the business process literature.

The first goal is verifying basic properties such as
reachability and termination. Reachability of a busi-
ness activity requires an execution path to exist lead-
ing to that activity starting from the initial activities.
A termination property requires that all possible exe-
cution traces terminate. Business process soundness,
a property originally proposed in the area of Petri Net
verification, is known as the combination of these
two properties plus a third: the absence of related
running activities at process termination (i.e., proper
completion). Avoiding the deployment of erroneous
processes that do not conform with these properties
is obviously advantageous: “[erroneously] designed
workflow models can result in failed workflow pro-
cesses, execution errors, and disgruntled customers
and employees” (Bi and Zhao, 2004).

The second goal for business process verification
is business compliance. Compliance checks whether
process models conform with specifications, which
in this case can be another process model or a set
of rules, such as (inter)national laws and standards.
When verifying compliance, rules are often specified
using a formal logic over the entities (e.g., events, ac-
tivities) of the business process model. In other cases,
these rules are informally specified. For example, reg-
ulations could specify that before processing a wire
transfer, a bank should identify if any sanctions exist
regarding the involved parties.

The third goal of verification of process models,
variability, extends upon compliance. “In the con-
text of BPM, variability indicates that parts of a busi-
ness process remain variable, or not fully defined, in
order to support different versions of the same pro-
cess depending on the intended use or execution con-
text” (Aiello et al., 2010). Variability aims to support
different versions of the same process. This includes
support of process families at design-time, when a
new process variant can be derived from a generic
process, and process flexibility or adaptability at run-
time, where a generic process can be adapted. Vari-
ability can be specified in two different ways. The
first, which is not in the scope of this survey, employs
the use of variation points to provide different options
at specific points in a process. The second, which is in
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Table 1: Soundness tools and frameworks.

Formalisms
Framework Modelling Intermediate Correctness properties Tool
(van der Aalst, 1998) Petri Net Woflan
(Bi and Zhao, 2004) WfMC Propositional logic Algorithmic
(Choi and Zhao, 2005) WfMS
(van Dongen et al., 2007) EPC Petri Net ProM
(Fisteus et al., 2005) BPEL4WS CFM LTL, CTL SPIN, SMV
(Karamanolis et al., 2000) WfMS FSP LTSA
(Koehler et al., 2002) Imperative FSM CTL nuSMV
(Masalagiu et al., 2009) BPMN Petri Net to TLA+ LTL, CTL (via TLA+) TLC
(Nakajima, 2006) BPEL EFA to Promela LTL SPIN
(Weber et al., 2010) Annotated process Annotated process Algorithmic
(Wynn et al., 2009) YAWL Petri Net YAWL

scope, uses rules like those of compliance to specify
how each version of a process should behave.

A final goal of business process verification
(which we do not cover in this survey) deals with
processes including multiple parties, such as business
process collaborations (De Backer et al., 2009). The
goal of verification includes, for example, the com-
patibility between processes, or lanes.

3 OVERVIEW OF FRAMEWORKS

The existing frameworks aim to verify business pro-
cesses either at design time or at runtime. The
most basic form of verification of processes deals
with design-time verification of soundness properties,
e.g., termination and reachability. Table 1 gives an
overview of these frameworks. (van der Aalst, 1998)
introduced soundness to the field of BPM by trans-
lating workflows into Petri Nets, and (Wynn et al.,
2009) perfected the application by allowing Or-joins
and cancelation regions. Due to this, Petri Nets are
commonly used as intermediate formalisms by sound-
ness verification frameworks, including (van Dongen
et al., 2007), who use it to verify EPC. Another pop-
ular method is by translating processes into a model
checker input language, e.g.: (Masalagiu et al., 2009)
verify BPMN by translating it (via a Petri Net in-
termediate model) into the model checker input lan-
guage TLA+, (Karamanolis et al., 2000) translate pro-
cesses to the process algebra FSP and checks the re-
sult with the Labeled Transition System Analyzer,
(Koehler et al., 2002) translate into the nuSMV in-
put language, and (Nakajima, 2006) translates into the
SPIN language Promela.

Other frameworks verify business compliance; an
overview of these is given in Table 2. A dominant
number of compliance frameworks focus on verify-
ing imperative specifications such as BPMN, BPEL,
EPC, and UML sequence diagrams. (Anderson et al.,

2005; Arbab et al., 2009; Awad et al., 2008; Foster
et al., 2003; Ghose and Koliadis, 2007; Goedertier
and Vanthienen, 2006; Janssen et al., 1998; Liu et al.,
2007; Ly et al., 2008; Ly et al., 2011; Nakajima, 2002)
all belong in this category. Others extend declarative
specifications with compliance features. In (Chesani
et al., 2009), compliance is modelled based on Dec-
SerFlow, a declarative runtime process specification,
by translating it into a reactive event calculus. (Pul-
vermueller et al., 2010) aims at verifying the compli-
ance of design-time EPC using an extension of CTL
that differentiates between events and functions. Fi-
nally, (Deutsch et al., 2009) proposes verifying the
compliance of artifact-centric processes against prop-
erties expressed in an extension of LTL.

The last set of frameworks (listed in Table 3) aim
at supporting variability. Declarative variability ex-
tends upon compliance by only specifying rules over
the set of tasks in a process, instead of building an
imperative graph. As such, the authors of (Governa-
tori et al., 2006) first propose a compliance frame-
work based upon the newly proposed deontic logic
FCL, then continue by extending this framework,
in (Governatori et al., 2011), with goals to provide
a fully declarative description. (Sadiq et al., 2005)
proposes defining pockets of flexibility within imper-
atively specified processes to introduce design-time
variability, using constraints which provide ordering
and inclusion information but which are not speci-
fied using a formal logic. Formal frameworks base
their declarative specifications on the temporal logics
LTL and CTL. As examples, (Demeyer et al., 2010)
use Finite LTL to specify fully declarative processes,
(D’Aprile et al., 2011) specify declarative processes
using temporal Answer Set Programming (ASP) and
Dynamic LTL, (Pesic and van der Aalst, 2006) use
LTL to specify flexible run-time processes, and the
related work of (van der Aalst and Pesic, 2006) aims
towards service flows instead. Finally, (Maggi et al.,
2011) extends upon the work of (Pesic and van der
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Table 2: Compliance tools and frameworks.

Formalisms

Framework Modelling Intermediate
Correctness
properties Tool

(Anderson et al., 2005) UML Sequence Diagram CSP CSP FDR
(Arbab et al., 2009) BPMN Reo Automata Vereofy/ mCRL2
(Awad et al., 2008) BPMN Petri Net PLTL LoLA/ nuSMV
(Chesani et al., 2009) DecSerFlow Event Calc. Algorithmic
(Deutsch et al., 2009) Business artifacts LTL-FO Algorithmic
(Foster et al., 2003) UML+ BPEL FSP LTSA
(Gerede and Su, 2007) Business artifacts CTL-FO Algorithmic

(Ghose and Koliadis, 2007) Annotated BPMN
Annotated
digraphs

Process
effect rules Algorithmic

(Goedertier and Vanthienen, 2006) BPMN PENELOPE Prolog CLP(fd)
(Janssen et al., 1998) AMBER Promela LTL SPIN

(Liu et al., 2007) BPEL
Pi-calculus
to FSM LTL nuSMV

(Ly et al., 2008; Ly et al., 2011) CRG
(Montali et al., 2010) LTL ALP ALP SCIFF
(Nakajima, 2002) WSFL Promela LTL SPIN
(Pulvermueller et al., 2010) EPC EG-CTL BAM
(Weber et al., 2008) Annotated Process Graph

Aalst, 2006) to provide for runtime recovery after
breaking constraint compliance. (Groefsema et al.,
2011) uses CTL to define process templates; pro-
cesses based upon such a template are then verified
for compliance with that template at design-time. Fi-
nally, (Bulanov et al., 2011) proposes Temporal Pro-
cess Logic (TPL) to provide a formal mechanism sup-
porting different gates to merge processes.

Critically, drawbacks exist in certain frameworks
for compliance and variability. Some frameworks in-
efficiently translate the business-process model into
a model checker input language, introducing a large
overhead in the ensuing state space (e.g., a simple
process of five activities and four transitions is report-
edly mapped to 201 states and 586 transitions in SPIN
by (Nakajima, 2002)).

Other methods for design-time verification (but
not for runtime verification, which checks linear exe-
cution paths) lack good support for complex branch-
ing features of the modelling formalism (e.g., do
not support parallel gates, or execution loops). To
improve on this, some introduce workarounds, e.g.,
(Pulvermueller et al., 2010) proposes using simple
variables on automata to fork exclusive paths and syn-
chronize parallel paths. In other work (Feja et al.,
2009), the same authors propose an unsound Kripke
translation when dealing with parallel paths. Here,
pairs of activities from different parallel paths are ex-
plicitly synchronized; in reality, however, each path
should only be synchronized after a join. Other
frameworks, e.g., (Sadiq et al., 2005), (Choi and
Zhao, 2005), and (Groefsema et al., 2011), simply
ignore exclusive, inclusive, and/or parallel paths for

reasons of complexity. (Weber et al., 2008) proposes
two verification algorithms in polynomial time; how-
ever, one is reported by the authors as unsound and
complete, the other sound but incomplete, and both
only support acyclic processes. (Montali et al., 2010)
reports its verification algorithm to be unable to ter-
minate under certain loops.

Finally, other frameworks require users to apply
newly proposed or extended specification logics in
order to specify correctness properties. Examples
include (Pulvermueller et al., 2010), which extends
CTL with the ability to differentiate between events
and functions in EPC, (Governatori et al., 2006),
which proposes an entirely new deontic logic, and
(Bulanov et al., 2011), which proposes a new tem-
poral process logic to allow process mergers.

4 CONCLUSIONS

Formal verification of business processes was ini-
tially proposed to check for process soundness, but
lately has been deployed to also support business
compliance and variability. While process soundness
is well supported by frameworks based on Petri-Net
formalisms, the areas of compliance and variability
checking lack design-time solutions which (i) mini-
mize the overhead of states in the formal model, and
(ii) support large subsets of the business process mod-
elling formalism, including parallel gates and process
loops.
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Table 3: Variability tools and frameworks.

Formalisms

Framework Modelling Intermediate
Correctness
properties Tool

(D’Aprile et al., 2011) Temporal ASP Temporal ASP
(Bulanov et al., 2011) Imperative TPL
(Governatori et al., 2011) BPMN FCL
(Groefsema et al., 2011) BPMN+ CTL CTL VxBPMN
(Demeyer et al., 2010) Saturn Automata Finite LTL Saturn Eng.
(Pesic and van der Aalst, 2006; van der
Aalst and Pesic, 2006; Maggi et al., 2011) LTL Automata LTL Declare
(Rychkova et al., 2008) BPMN + FO Alloys FO Alloys
(Sadiq et al., 2005) Informal Chameleon
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Krämer, B. J., Lin, K.-J., and Narasimhan, P., editors,
Service-Oriented Computing (ICSOC), volume 4749
of LNCS, pages 181–192. Springer.

Ghose, A. and Koliadis, G. (2007). Auditing busi-
ness process compliance. In Proc. 5th Int. Conf.
on Service-Oriented Computing, ICSOC, pages 169–
180. Springer.

Goedertier, S. and Vanthienen, J. (2006). Designing com-
pliant business processes with obligations and permis-
sions. In Proc. Int. Conf. on Business Process Man-
agement Workshops, BPM, pages 5–14. Springer.

Governatori, G., Milosevic, Z., and Sadiq, S. (2006).
Compliance checking between business processes and
business contracts. In Proc. 10th IEEE Int. Conf. En-

Third International Symposium on Business Modeling and Software Design

202



terprise Distributed Object Computing, EDOC, pages
221–232. IEEE Computer Society.

Governatori, G., Olivieri, F., Scannapieco, S., and Cristani,
M. (2011). Designing for compliance: norms and
goals. In Proc. 5th Int. Conf. on Rule-based modeling
and computing on the semantic web, RuleML, pages
282–297. Springer.

Groefsema, H., Bulanov, P., and Aiello, M. (2011). Declar-
ative enhancement framework for business processes.
In Int. Conference on Service-Oriented Computing,
ICSOC, LNCS 7084, pages pp 495–504.

Hofstede, A. H., Russell, N., Aalst, W. M., and Adams, M.
(2010). Modern Business Process Automation: YAWL
and its Support Environment. Springer.

Holzmann, G. (2004). The SPIN Model Checker. A Primer
and Reference Manual.

Janssen, W., Mateescu, R., Mauw, S., and Springintveld, J.
(1998). Verifying business processes using SPIN. In
Proc. of the 4th Int. SPIN Workshop, pages 21–36.

Karamanolis, C. T., Giannakopoulou, D., Magee, J., and
Wheater, S. M. (2000). Model checking of workflow
schemas. In Proc. 4th Int. Conf. on Enterprise Dis-
tributed Object Computing, EDOC, pages 170–181.
IEEE Computer Society.
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Abstract: We present a method for reengineering a goal model from an existing software product, based on the ideas 
of GORE approaches GBRAM and KAOS. We extend the methods with application of specific ranking 
criteria to the goal models using Hierarchical Cumulative Voting (HCV). The reengineered goal models are 
used to evaluate and compare requirements for alternative goals based on the ranking criteria, thus 
providing input for determining the scope of new products or product versions. The method has been tested 
in two use cases, one of which is described here. 

1 INTRODUCTION 

The Belgian company Ferranti Computer Systems 
has developed the MECOMS™ software product, a 
business support system for energy and utility 
companies, providing among others, the Meter Data 
Management (MDM) and a Customer Information 
System (CIS). With a network of certified partners 
across the globe, Ferranti offers worldwide 
capabilities for customized implementations of the 
software product. These implementations are based 
on the standard product developed by Ferranti 
(Ferranti Computer Systems, 2013). 

The need to develop the new software features is 
caused by the market changes and the demands of 
different stakeholders, but the budget and 
development capacities of the company are always 
limited. The MECOMS™ product organization 
often faces the questions: Which direction of the 
product development should have the highest 
priority and why?  

Many software supplier businesses find 
themselves in this situation. They need a method for 
prioritising the activities of the product development 
assuming business goals. There is currently no 
method for reengineering goal models from existing 
software products, based on documentation and 
input from domain experts, and employing these 
goal models for feature selection for a next product 
or product version. In this paper, we propose such a 
method. 

We started the method development with an 
observation that the goals from two dimensions 

make influence one on another: the business goals 
and the goals of product development. For 
modelling of goals in both dimensions, Goal-
Oriented Requirements Engineering (GORE) 
(Lapouchnian, 2005) can be used. The goals in the 
GORE approaches are represented as trees of sub-
goals refined to requirements. However, relating of 
two trees does not make the task of prioritizing the 
software development activities observable. That is 
why we decided to apply the GORE methods only 
for presentations of the software product goals and 
relate the business goals to criteria for prioritization. 
These criteria become the attributes of the software 
product goals. The values of criteria become the 
measures of priority. The choice of the criteria and 
the values of the criteria are fulfilled using the 
Hierarchical Cumulative Voting method (Berander 
and Jönsson, 2006) that involves participation of 
stakeholders. The results of prioritizing are 
presented in the software product goal model to lead 
the activities within the development team. 

Paper layout: In section 2, we review the basis of 
goal-modelling that can be used for reengineering 
the goal models. In section 3, we propose a method 
for reverse engineering and prioritizing the goal 
models of a growing product. Section 4 presents the 
results of testing of the proposed method using two 
case studies taken from the MECOMS™ software 
product. Section 5 summarises our results and 
observations and concludes the paper.  
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2 RELATED WORK 

We agree with the opinion of (Regev and Wegmann, 
2005) that Goal-Oriented Requirements Engineering 
is an important contribution by the RE research 
community and provides many benefits.  

Firstly, the GBRAM method (Anton, 1997) 
emphasizes the initial identification and abstraction 
of goals from various information sources, using 
keywords and standard questions for eliciting input 
from domain experts and classifying this 
information into concepts like goals, constraints, 
obstacles and requirements. GBRAM structures the 
goal modelling process into several phases: 
exploring, identifying, organizing, refining, 
elaborating and operationalization. 

Secondly, by separating the definition of a goal 
and requirement, GORE gives the fundament for 
reasoning about the software product in hand. 

Thirdly, a goal model can capture variability 
through the use of alternative goal refinements, 
separating stable information from volatile one, and 
making quantitative and qualitative analysis of these 
alternatives possible (Lapouchnian, 2005). 

Goal models can be developed using a simple 
AND/OR tree structure, linking a goal G with sub-
goals G1, G2, …, Gn. An AND relation requires all 
sub-goals to be achieved, while an OR relation 
provides alternative options. Labelling relations with 
identifiers like “++” ,“+”, “-” and “--”, partial goal 
satisfaction can be modelled (Giorgini et al., 2003). 
There have been several GORE methods defined 
over the years that provide more goal modelling 
semantics; the most prominent being KAOS (van 
Lamsweerde, 2001) and i* (Yu, 1999). 

Very little research is available about 
reengineering goal models from existing software 
systems. Only (Yu et al., 2005) describe a method 
for reverse engineering a goal model, but they focus 
on design recovery for undocumented software, 
creating goal models from legacy code using state 
charts and hammock graphs.  

However, most software products still have 
requirements documented in some form, and 
functional experts are often willing to provide 
additional information. This means, that it is not 
necessary to rely only on legacy code reengineering 
the goal models. Existing documentation like 
requirements specification documents, user manuals, 
marketing brochures and product roadmaps should 
be used as a starting and reference point. As the 
domain experts often have a busy schedule, 
completely relying on their input is a bad strategy 
(John, 2006). 

Prioritization of goals is not part of any of the 
existing GORE modelling methods.  

The prioritizing is used only at the level of 
software product requirements. According to 
(Berander and Andrews, 2005), the prioritizing  is 
often performed using a hierarchy of high- and low-
level requirements, which are evaluated using 
methods like the Analytical Hierarchical Process 
(AHP) or Hierarchical Cumulative Voting (HCV). In 
our opinion, prioritising at the level of goals 
provides more information about the motivation of 
priorities and helps to explain the management 
decision. 

3 A METHOD FOR 
REENGINEERING AND 
PRIORITIZING OF GOAL 
MODELS 

In order to design our method of goal-model 
reengineering we have combined the useful ideas of 
goal-oriented approaches, and extended them with 
the process for goal prioritising.  

Our method has two different input sorts. At the 
stage of initial goal model development, the input is 
the documentation of the software product and the 
approval of it by the domain experts. At the stage of 
prioritising, the input comes from the votes of 
experts. The method consists of seven phases, as 
shown in Figure 1. 

The first four phases (1-4 in Figure 1) copy the 
GBRAM method (Anton, 1997), but use 
documentation as the input.  

During the Explore phase (1), all relevant 
documentation is explored. This provides us with 
unstructured information, like the terminology used 
to describe functionality, core concepts, modules, 
etc. 

In the Identify phase (2), we try to find the 
answers on the WHY-questions and create the first 
draft goal models. The draft models are created 
using the information obtained during the Explore 
phase and input from domain experts in modelling 
sessions. 
Draft goal models are corrected by experts live 
during these sessions, using the KAOS modelling 
tool Objectiver™ (Respect-IT, 2007).  One of the 
reasons why we have chosen to use KAOS instead 
other goal modelling methods is that we can easily 
separate the parts of goal modelling from other 
KAOS functionality (responsibility modelling, 
object modelling, operation modelling) by omitting 
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Figure 1: Method for Reengineering and Prioritizing of Goals. 

relations with those parts. In other goal–oriented 
methods, for example in i*, modelling agent 
relationships and rationales is an essential activity 
and cannot be separated from the goal model. 

An example model is visible in Figure 2. In 
KAOS, goals, obstacles and features are defined 
according to the following definitions: 
 A goal (a box with thin borders in Figure 2) 

describes the visual part of an imaginary state of 
the system which can be achieved by fulfilling 
all sub-goals (or alternative sub-goals), or in case 
of the lowest-level goals, when all linked 
features have been completely implemented; 

 An obstacle (a red box, not displayed here) 
describes an undesirable, but possible system 
state. Its sub-goals provide solutions to neutralize 
the obstacle. 

 A feature (a thick border box) is a group of 
related requirements which is implemented in 
software (van Gurp, 2003). A feature does not 
describe a system state, but the required 
functionality for reaching that state. Features are 
modelled in KAOS as requirements. 

The draft goal models are restructured and 
reorganized during the Organize phase (3). The 
models are separated into smaller, cross-referenced 
graphs, checked for completeness and consistency, 
and documented. 

During the Refine phase (4), the organized 
models are presented to the domain experts and, 
with their input, finalized. The alternative goal 
refinement options are added for the next prioritising 
steps of our method.  

The next steps of the method extend the steps of 
the GBRAM method. We have added these steps 

and an iterative cycle of their application in order to 
support the choice or prioritizing criteria and 
collecting values of those criteria.  

After the Refine phase (4), the goal model of the 
system with alternatives of its further development is 
ready for the step of prioritising (5). Using a custom 
plugin for the Objectiver™ tool, the criteria can be 
added as attributes to the structures presenting goals. 

First of all, the right criteria should be 
determined. Possible criteria include financial value, 
cost, urgency, readiness, and several others (Ruhe, 
2011). It is highly improbable that these criteria are 
all equally important for the software supplier. 
Selecting which criteria should be used for 
evaluating the product features is a management 
decision. The input from the experts is used at this 
stage. 

When the prioritization criteria have been 
determined, the feature alternatives are evaluated 
according to these criteria. This evaluation is the 
subject of a workshop session with stakeholders 
from the software supplier company, such as sales 
representatives, product managers and service 
managers. These stakeholders define the score of 
each alternative goal refinement according to the 
chosen prioritization criteria. We use the 
Hierarchical Cumulative Voting technique 
(Berander and Jönsson, 2006), because of its 
hierarchical nature that is easily combined with goal 
models, and its suitability for rapidly evaluating a 
large number of alternatives and multiple 
stakeholders. 

The evaluation results on each criterion are 
normalized to a scale of 0 to 100 and can be noted as 
custom goal attributes in the goal models. 
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Figure 2: Part of the MDM goal model, showing “Manual Meter Reading” functionality. 

The goal model is now ready to be used for the 
proposition of the variations that are possible for the 
next product instantiation or product version. Using 
the custom prioritization attributes from the goal 
model and an analyzing tool like the KAOS query 
language OQL, the alternative scope options can be 
selected and compared on the basis of the values of 
the prioritization criteria. This results in a document 
with feature list proposals and their score according 
to the criteria that were used for the prioritization of 
the goals and features. 

During the final Decision phase, one of the 
proposals is selected by a Change Advisory Board. 
The model can now be refined again (back to phase 
4), and a new iteration can be started. 

4 APPLICATION OF THE 
PROPOSED METHOD 

The MECOMS™ system was used in two case 
studies to test our method, “Meter Data 
Management” (MDM) and “Customer Information 

System” (CIS).  
We describe here the MDM case, for which a 

partial goal model is shown in Figure 2: 
1. Explore. By analyzing the documentation of the 

Meter Data Management (MDM) functionality, 
we found the concepts ‘Manual Meter Reading’ 
(MMR), ‘Periodic MMR’, ‘On-demand MMR’ 
and ‘Self Service’. To identify goals, the 
documentation is analyzed by asking, “What 
goal(s) does this statement/fragment exemplify?” 
and “What goal(s) does this statement block or 
obstructs?" 

2. Identify. The participants named additional goals 
and product features, which were modelled using 
the Objectiver™ tool on a large screen. For 
example, using the question “How do we provide 
Self Service functionality in the product?” we 
discovered the sub-goals “Meter stand collection 
by phone," “Meter stand collection from card” 
and “Meter stand collection from website." We 
then proceeded to ask the “How?” questions for 
the three sub-goals to formulate the features at 
the bottom of the model. 
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3. Organize. The model was then restructured into 
several smaller parts, and analyzed for missing 
goals and obstructions. These were identified by 
asking, “Are there alternative ways for achieving 
this goal?” and “Could this goal somehow be 
obstructed?” Also, goals that were not yet refined 
into features were listed. In the MDM case, the 
model was split into smaller parts for different 
functional areas. This resulted in 7 
interconnected partial goal models. 

4. Refine. In a second session with the domain 
experts, the missing concepts were recognized 
and added from the documentation. For example, 
we modelled a feature “Sending of meter stands 
collection card” as a prerequisite for all “Self 
Service” sub-goals. 

5. Prioritize. Goals and features that were not yet 
(completely) realized, were prioritized using the 
Hierarchical Cumulative Voting method 
(Berander and Jönsson 2006). The results of the 
prioritization phase are presented in Table 1. 

6. Propose. From the results of the prioritization 
session, a selection of features was proposed for 
inclusion in a future MECOMS™ release. This 
proposition was supported by information about 
the goals that could be achieved by 
implementing these features, and the HCV scores 
that were assigned by the stakeholders. 

7. Decide. A decision about the scope of the next 
MECOMS™ release by the Change Advisory 
Board has not yet been made. This means the 
case study has not been fully completed yet. 
However, this last phase is only an endorsement 
by the CAB of our proposal, and does not add 
more information than what we already have. 

 
The finalized MDM goal model consists of 37 goals, 
4 obstacles and 29 features, modelled in 7 partial 
(interconnected) goal models. Figure 2 shows a 
fragment of the goal model, concerning Manual 
Meter Reading (MMR) functionality. Periodic meter 
readings can be read into the system by an interface 
with an external meter reading system, periodic and 
non-periodic tours, or through one of the several 
self-service methods. The self-service goal-
refinement alternatives are  the meter stand 
collection by phone, mail-in card, or company 
website. In order to achieve these goals, we need 
respectively an automated phone-answering system, 
OCR (Optical Character Recognition) software, or a 
self-service website. For all three alternatives, a 
prerequisite is that first a notification is sent to the 
customers: this is modelled as the feature “Sending 
of meter stands collection card”. 

These goal refinements provide alternative 
solutions for achieving the high-level “Periodic 
MMR” goal. 

Table 1: Score of the MDM features as a result of the 
Hierarchical Cumulative Voting method. 

Feature Score 
Interface with the phone answering system 6,70 
OCR functionality for reading meter stands 
from card 4,54 

Sending of meter stands collection card 20,96 
Website for entering meter stands 19,66 
Periodic tour based on the address 29,19 

Non-periodic tour for on demand MMR 18,96 
 
Some observations 
 
The models created for the MECOMS™ products 
were much larger than anticipated. Still they only 
cover mostly high-level system goals, and all 
requirements have been grouped into features in 
order to keep the models to a reasonable size. 

We also found that goal refinements are often a 
complex combination of AND and OR relations, and 
sometimes a XOR-like goal-refinement relation was 
needed but was unavailable or would heavily 
complicate the model. This resulted in workarounds 
and, in a few cases, omissions in the models. 

We found that there are no suitable concepts for 
modelling maintenance goals in the current version 
of the KAOS modelling tool Objectiver™ (Respect-
IT, 2007). We modelled these goals as regular 
(achievement) goals. 

The criteria that were used to prioritize the goals 
and features in the MDM and CIS case studies were 
determined by the stakeholders. What we didn’t 
expect, was that they opted to use different criteria 
for goals and for features. The reason for this is that 
features can be evaluated on a much more detailed 
level than goals. In our case, the goals were only 
subjected to the criterion “Ability to sell”, while the 
features were evaluated on six different criteria. 

5 CONCLUSIONS 

As with any production process, software 
development requires support for project planning, 
monitoring the current state of the business product 
and the next steps of its development at the strategic 
level. The goal models of a product are instruments 
supporting the product assessment and planning the 
steps of its evolution. 
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However, the goal models of a real product are 
usually large. In order to be observable the goal 
models need to have a mechanism of labelling the 
goals with priorities and filtering the goals with high 
priority. 

In this paper, we have presented a method for 
building the goal models labelled with criteria 
measuring priority. Our method includes an expert 
approach to selecting the labelling criteria related to 
business goals and collecting the values of the 
criteria attributed to each goal and associated 
features.  

There are different methods for selecting 
labelling criteria. Therefore, one of the directions for 
future research would be goal prioritization based on 
conflicting criteria. Future work could also focus on 
the tool support for building the goal models 
labelled with priorities and filtering the goals having 
the highest priority. The procedures of assessing the 
values of the criteria attributed to each goal and 
filtering could be used   periodically and become a 
valuable mechanism for management of software 
product-development teams.   
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Abstract: Business continuity becomes an important feature for business these days. It is difficult to accept unplanned 
downtime due to the unavailability of the service, which mostly is unavoidable. The unavailable of the 
service is the situation such as service failure, unplanned downtime, etc. When such situation occurs, the 
system will need to look for some solution that will allow the system to continue. A simple but effective 
solution is to provide at least one alternative path of services that performs similar functions to the usual 
services which become unavailable. Therefore, switching between service paths is crucial in any reliable 
system. Service quality of a system or task can be determined with various factors. One of the most 
common factors is service coupling. This study will analyse the changes in couplings upon service 
switching, which in turn reflect the overall quality of the system.   

1 INTRODUCTION 

Service technology is widely adopted by business 
these days. One of the important features to 
determine the service quality is couplings among 
services or modules. Couplings refer to the 
dependencies between two or more services, which 
normally exist in software applications (Erl, 2008). 
There are loose couplings and tight couplings, which 
imply how much the modules are dependent on each 
other. Such levels of dependencies can be described 
as the “degree” of coupling between services, where 
a loose coupling contributes a lower degree of 
coupling than a tight coupling. The degree of 
coupling can be used to determine the availability, 
reliability, performance, usability, discoverability, 
and maintainability of the services within a system 
(Xu et al., 2006). The degree of coupling also 
identifies possible risks, and the estimated cost for 
development and maintenance (Yang et al., 2005). 
In general, the lower degree of coupling implies the 
better system design. Thus, there are many 
researches focus on the degree of coupling in order 
to be able to minimize the degree of coupling in 
their tasks. 

In a service-oriented environment, any service 
interruption may cause some loss in business due to 
the business disruption. Therefore, for business 
continuity, a highly available system should consider 
providing at least one alternative service for each 
critical one (Wang et al., 2009). That means when a 
critical service becomes unavailable, there should be 
some other service that can provide the equivalent 
functionality. The unavailability of the service 
indicates the situations such as the service down, 
resource full (unable to allocated), or when the 
communication lost occurs. In this study, we discuss 
about the service switching between the critical 
service and the alternative services, by focusing on 
the analysis of its impact on the degree of coupling 
within the same task and among different tasks 
within a system. By analyzing such an impact, a 
system designer will have a more proper insight of 
how reliable the system truly is. 

2 SERVICE COUPLINGS 

There are a number of researches in the literature 
that have proposed techniques to determine the 
quality of a system design (Yang et al., 2005; Rich 
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et al., 2012; Wang et al., 2009; Gui and Scott, 2006; 
Allen and Khoshgoftaar, 1999). Among the 
proposed techniques, system component coupling or 
dependency is one of the most widely adopted 
techniques (Yang et al., 2007). There are two kinds 
of dependencies among system components, inter-
component and intra-component dependencies. The 
system components can be viewed at different levels. 
From the business point of view, a system 
component can be a single business process that 
interacts with other business processes. At the 
system architecture level, a system component is a 
service that provides specific functions for a 
business process. Such a service usually requires 
some interactions with other services. Finally, at the 
object-oriented implementation level, a system 
component is a class that works hand in hand with 
other classes. Therefore, the degree of coupling can 
be determined at different levels depending on the 
perspectives. In this paper, we focused at the system 
architecture level, where services are the major 
component of concern. How much a service is 
dependent on another service is described as the 
degree of coupling. The system with a higher degree 
of coupling, i.e. there are more dependencies among 
its services, is considered to be more complex than 
the system with lower degree of coupling. 

There are a lot of researches in literature 
intended to measure the degree of coupling (Xu et 
al., 2006; Yang and Temporo, 2007; Wang et al., 
2009; Gui and Scott, 2006; Allen and Khoshgoftaar, 
1999; Saxena and Kumar, 2012). Our proposed 
concepts are applicable for any kind of couplings. 
However, for simplicity, we only concern with direct 
couplings (Yang et al., 2005). A direct coupling is a 
relationship, between two services. There are several 
kinds of such a relationship, including a method call, 
communication between services, etc. (Saxena and 
Kumar, 2012). The amount of dependency between 
two services can be obtained by the number of 
relationships between them. Therefore, the overall 
degree of coupling of a task or a system is the 
summation of the amounts of dependency of all 
possible pairs of services within its scope. The 
degree of coupling of a task is described in equation 
(1). 

 
௧௦ܥܦ ൌ 	∑ ,ሺ݅݀ ݆ሻ, ݅ ് ݆

,ୀଵ   (1)
 

where  
 ,௧௦ is the degree of coupling of the taskܥܦ
,ሺ݅݀ ݆ሻis the amount of dependency services ݅ 

and ݆, 
݊	is the number of services within the task. 

3 SERVICE SWITCHING 

For system continuity, a reliable system should be 
designed such that every critical service should have 
some “backup” or alternative service that can 
provide similar functionalities. In case of uncertain 
circumstances may occur with a critical service also 
called the primary service becomes unavailable, 
some business process will not be able to continue or 
have a difficulty to continue its execution. In this 
case, the service path will have to switch from the 
primary path to the alternative path. In the other 
words, the prepared alternative service will be used 
in place of the primary service. Such uncertain 
circumstances may be due to service unavailable 
such as failures, data corruption or human errors 
(Beecher et al., 2011).  In turns, the alternative 
service may also be required by some other services 
which are possibly parts of the same task and even 
worse if it is required by services of some other 
tasks. In addition, the primary path is usually the 
best choice in a good system design. Being forced to 
execute an alternative path to maintain its function 
may result in an inevitable increasing complexity of 
the system. We define service switching into two 
types which are switching services within a task, and 
switching services across tasks. Before we discuss in 
greater details of such types of service switching, 
there are some conventions to be noted as follows. 
 Primary and alternative services can provide 

equivalent functionalities but they are not exact 
the same service. 

 Primary and alternative services may have 
different degrees of coupling associated with 
them. 

 Any service may be served by one or more 
services. To complete a task a number of 
services may be utilized in parallel and/or 
sequential orders. 

 

 
Figure 1: This primary path to complete Task1. 
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Table 1: The primary path to complete Task1. 

Path Degree of Coupling 
A  B 1 
A  C 1 
C  D 1 
C  E 1 
C  F 2 
E  G 2 

Total Degree of Coupling 8 

3.1 Switching Services within a Task 

When a critical service needed for a task becomes 
unavailable, the task will switch to execute a 
predefined alternative service in order to complete 
the task. In this case, the service switching will 
affect only the specific task, and no others.  

To demonstrate the service switching within a 
task, an example system is considered with an 
execution task, referred to as Taks1. The task has its 
primary path set to services A, B, C, D, E, F, and G. 
Services C and E are critical services with X and H 
being their alternative services, respectively. The 
overall service dependencies of Task1 are shown in 
Figure 1. 

The overall degree of coupling of the primary 
path of Task1 is calculated as shown in Table 1. 

 

 
Figure 2: Task1 after service switching occurs. 

Table 2: The alternative path to complete Task1. 

Path Degree of Coupling 
A  B 1 
A  X 7 
X  E 2 
X  Y 1 
E  G 2 

Total Degree of Coupling 13 
 
The primary path’s degree of coupling of Task1 

is 1+1+1+1+2+2 = 8. We can assume for simplicity 
that the execution order of these services is not 

significant. Once service C becomes unavailable as 
shown in Figure 2, Service A has to execute service 
X in order to continue its work for Task1. By 
switching from service C to service X the degree of 
coupling has become 1+7+2+1+2 = 13 as shown in 
Table 2. 

3.2 Switching Services across Tasks 

It is quite common that different task may require 
same services. Switching services across tasks 
happens when a service component, that serves a 
usual task, is occupied by a different task from the 
usual one due to some circumstance that makes such 
a switching occurred. The result of such service 
switching can then cause a chain reaction on another 
task that usually utilizes the service. This 
phenomenal is demonstrated in Figure 3. 
 

 
Figure 3: Service path of Task1 and Task2. 

In this system, there are two separated tasks 
running simultaneously, i.e. Task1 and Task2. Task1 
is similar to the one described in the previous 
discussion, such that it requires services A, B, C, D, 
E, F, and G with the degree of coupling 8 for its 
primary path. Task2 consists of services M, N, O, P, 
Q, and R. Task1’s service E presents as an 
alternative of Task 2’s service N. The degree of 
coupling of the primary path of Task2 is 1+1+1+1+1 

Third International Symposium on Business Modeling and Software Design

212



 

= 5. In a normal situation, each task executes its 
service according to its primary path. Once, for 
some reason, service N becomes unavailable. In this 
case, the service switching occurs. Service N will be 
switched to its alternative which is service E, which 
depends on service G. Task1’s degree of coupling 
has now increased from 8 to 13 as discussed earlier. 
Task2, at the same time, has increased its overall 
degree of coupling from 5 to 16 due to the switching 
across tasks. Since both Task1 and Task2 belong to  
the same system, the total degree of coupling of this 
system has increased from 8+5 = 13 to 13+16 = 29. 
The increased degree of coupling of a system 
implies that it becomes more vulnerable. 

3.3 Determining the System True 
Degree of Coupling 

In the two sections above, we discussed about the 
couplings within and across tasks. When a task 
within the system needs to switch from a primary 
service to the alternative services, the degree of 
coupling usually increases. That is because when we 
design software, we usually select the best path, i.e. 
the path that has the lowest overall degree of 
coupling, to be our primary path, and some other 
path with higher degree of coupling to be an 
alternative one. Therefore, once a service switching 
occurs, the degree of coupling usually increases. 

Since the degree of coupling can be used for 
software quality measurement, considering only the 
degree of coupling of the primary path may no 
longer be accurate because it is not guaranteed that 
the primary path will always be available, i.e. a 
service switching occurs and the degree of coupling 
will change. On the other hand, considering only 
alternative path is equally unfair. Thus, the system 
designer should take account for the degrees of 
coupling in both primary and all alternative paths. 
Equations (2) - (4) suggest the proper degree of 
coupling of a system using the probability as the 
weight. 
 

௦௬௦௧ܥܦ ൌ 	∑ ௧௦ܥܦ

ୀଵ   (2)

൯ܯ൫ܥሻܯ௧௦= ܲሺܥܦ  ሻ (3)ܣሺܥ	

∑ =	൯ܣ൫ܥ ሾܲሺ݈ܽݐ௫ሻܥሺ݈ܽݐ௫
௬
௫ୀଵ ሻሿ (4)

 
,where  
 ,௦௬௦௧ is the degree of coupling of the systemܥܦ
௧௦ܥܦ  is the direct coupling of ݇ݏܽݐ  within 

the system, 

ܲሺܯሻ	 is the probability that the primary path 
will be used in task p, 

 ൯ is the total dependency along the primaryܯ൫ܥ
path, 

 ሻ is the total degree of coupling along theܣሺܥ
alternative path, 

ܲሺ݈ܽݐ௫ሻ  is the probability that the alternative 
path ݔ	will be used in task p, 

௫ሻݐሺ݈ܽܥ  is the total dependency along the 
alternative path x. 
 

For a simplest case, a system consists of two 
separated tasks; say Ta and Tb, each of which relies 
on its main service path. Suppose the degrees of 
coupling primary paths of Ta and Tb are 8 and 11, 
respectively. An alternative path is provided for each 
main task, such that the alternative path of Ta has 14 
degree of coupling, which the one for Tb has 17 
degree of coupling. The probability that the main 
service path in Ta to become unavailable is 5%, and 
10% for Tb. Then the overall degree of coupling of 
this system will be calculated as shown below. Then 
ܲሺܯሻ = 0.95, ܲሺܯሻ = 0.90, ܲሺܣሻ = 0.05, ܲሺܣሻ 
 ሻ = 14, andܣሺܥ ,ሻ = 11ܯሺܥ ,ሻ = 8ܯሺܥ ,0.10 =
 .ሻ = 17ܣሺܥ
 
ሻܯሺܥሻܯ = ܲሺܥܦ  	ܲሺܣሻܥሺܣሻ 
  = (0.95)(8) + (0.05)(14) 
  = 8.3 
 
ሻܯሺܥሻܯ = ܲሺܥܦ  	ܲሺܣሻܥሺܣሻ 
  = (0.90)(11) + (0.1)(17) 
  = 11.6 
 
Thus, ܥܦௌ௬௦௧ = ܥܦ   ܥܦ
  = 8.3 + 11.6  
  = 19.9 
 

From above example, we consider the degree of 
coupling from both primary and alternative paths. 

4 CONCLUSIONS 

This study proposes a technique that can be used to 
determine the quality of software systems through 
the overall degree of couplings, particularly for non-
disruptive systems. The system continuity can be 
achieved by providing alternative service paths to 
critical ones, so that the system may switch the 
execution to the alternative services once the main 
services become unavailable. 

It is quite natural that the degree of couplings of 
the alternative path is higher than the main path 
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because of the system design that should minimize 
the degree of coupling. Since switching the service 
paths may increase the overall degree of coupling of 
a system, it is essential that the system designer 
should look into this issue when determines the true 
quality of the system. 
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Abstract: The goal of this research is to study how organizations achieve and balance their conflicting organizational 
objectives with the help of dynamic platform strategies. This is done by analyzing the Android platform 
where the translation of the organizational objectives of the platform controller Google into its platform 
strategies is examined through a series of cases. The analysis is done through the lens of the competing 
values framework where changing organizational goals of platform controllers are mapped and understood 
through the enactment of their platform strategies. 

1 INTRODUCTION 

Cross disciplinary research in the fields of 
evolutionary psychology, biology and neuroscience 
has led to the understanding that people are driven 
by four biologically determined needs that can be 
used to describe all human behavior. These are the 
drives to bond, to learn, to acquire, and to defend 
(Lawrence and Nohria 2002). Like human beings, an 
organizations business model should propogate 
objectives such as creating new innovation, 
facilitating collaboration, controlling the evolution 
of a product or platform and compete successfully in 
the industry (Quinn et al 2010). These values are not 
at harmony often and can be conflicting most of the 
time. The dominance of certain values over others 
and the conflict in values are determined by 
organizational goals and various forces in the 
industry (Porter 1979). 

Companies like Google that play the role of a 
platform controller have to constantly adapt their 
organizational values to survive in the market place. 
Android is among the fastest evolving platform and 
is competing with other platforms to become the 
dominant design. Innovativeness of the platform has 
led to the attraction of an early install base, which is 
critical to the success of these platforms. The 
organizational value creation through innovation is a 
key value to drive growth. To become the dominant 
design and increase the pace of innovation 
companies have transitioned their strategy from 

closed products to platform centric ecosystems. This 
model of dealing with complexity and accelerating 
innovation by building an ecosystem is achieved 
through the process of open innovation; a strategy 
where firms use external as well as internal ideas 
and internal and external paths to market, as they 
look to advance their technology (Chesbrough, 
2006).  

Once an organization decides to make its 
platform available to entities outside its boundary, it 
creates a software ecosystem (Bosch 2009). Due to 
the global diaspora of knowledge workers, the 
knowledge and skill sets required to create new 
innovation is often not present within the firm's 
boundaries; hence firms leverage the global talent 
pool for exploration activities through open 
innovation. Hence innovation in mobile information 
infrastructure ecologies such as Android is no longer 
the sole responsibility of the platform owners but a 
shared responsibility of various stakeholders such as 
app developers, handset manufacturers, content 
providers and mobile carriers.  The design and 
evolution of these information infrastructure 
ecologies impact both the platform owners and the 
various stakeholders who are part of the ecology. 
Hence the organizational value of collobration by 
managing stakeholder interests is one of the key 
determinants of the success of these platforms 
(Selander, Henfridsson and Svahn 2010).The 
concept of generativity is the system’s capacity to 
produce unanticipated change through unfiltered 
contributions from broad and varied audiences 

215



 

(Zittrain 2008). The generative ability of mobile 
platform’s such as Android to create new 
functionality through interfaces such as API's is a 
lead determinant of the platform becoming the 
leader (Koski & Kretschmer 2007) by attracting an 
early installed base. Using generativity to drive the 
organizational value of competition can assist in 
platforms becoming a dominant design. 

The goal of this paper is to analyze how platform 
controllers like Google acheive their organizational 
objectives to innovate, control, compete and 
collaborate through their platform strategies and 
how they  manages strategic tensions between 
platform creation and control, and simultaneous 
collaboration and competition with various 
stakeholders in the ecosystem. Four cases each 
representing an organizational objective is analyzed 
with the help of competing values framework and 
information infrastructure theory and various 
generalizations are drawn from the discussions. This 
research aims to contribute to the existing field of 
organizational strategy, information infrastructures, 
platforms and ecosystems research. 

2 THEORETICAL PERSPECTIVE 

The invention and rapid adoption of large complex 
systems such as mobile platforms and the Internet 
poses several challenges, which can be effectively 
addressed by learning from existing well established 
large scale infrastructures such as railroads and 
highways. Information infrastructures are complex 
systems that are shared, continuously evolving, open 
for interconnections, based on standards and 
heterogeneous installed bases (Hanseth and 
Monteiro 1998). The study of Information 
Infrastructures promotes the understanding of the 
design and interaction of manyInformation Systems 
and components that interact with each other to 
produce a functioning infrastructural backbone. 

Mobile platforms such as the iOS and Android 
exhibit the traits of information infrastructures and 
are a sum of their parts as they contain various 
separate systems such as the kernel, modules, 
interfaces and apps and hence requires a holistic 
perspective for analysis. The control of the evolution 
of Information Infrastructures is often distributed 
and negotiated due to their complexity, hence a key 
challenges in the design of information 
infrastructures is in dealing with negotiations 
between control and generativity in the evolution of 
the Information Infrastructure. The concept of 
generativity is the system’s capacity to produce 

unanticipated change through unfiltered 
contributions from broad and varied audiences 
(Zittrain 2008). Some of the key drivers of 
generativity are leverage, adaptability, ease of 
mastery, accessibility and transferability. Leverage 
of a generative system indicates how extensively a 
system leverages a set of possible tasks to create 
value for the user.  

The greater the functionality of a system the 
greater is its ability to produce change and be 
generative. Adaptability of a generative system is 
determined by how easy it is to extend or modify the 
system to broaden its use. Leverage and Adaptability 
are closely linked in the case of mobile information 
infrastructures. Ease of mastery determines the 
easiness for different types of users to understand, 
adopt and adapt the technology. The concept of 
accessibility is determined by ease of access to a 
technology. Barriers to accessibility are factors such 
as expense of producing and hence consuming the 
technology, taxes, regulations associated with its 
adoption or use, and the secrecy its producers adopt 
to maintain scarcity or control (Zittran 2008). 
Transferability indicates the easiness with which the 
changes in the technology can be communicated. An 
information infrastructure is considered fully 
transferable if the adaptation of the technology by 
highly skilled users can be easily communicated to a 
user with lesser skills and know-how of the 
technology. 

2.1 Competing Values Framework 

The competing values framework (CVF) is a 
strategic analysis framework that is useful in 
understanding organizational strategy and its 
effectiveness (Quinn et al 2010). The framework 
also assists in the recognition of guidelines that can 
assist in the management of relationships, 
congruencies, and contradictions among the various 
aspects of organizations (Quinn & Cameron 1983). 
Organizational strategy with the help of CVF can be 
analyzed through four quadrants each denoting a 
value of the firm. CVF describes that organizations 
are structured around two basic opposing needs; the 
need for flexibility and autonomy versus the need 
for control and stability; and the focus on internal 
concerns versus responsiveness to the external 
environment. These values represent competing 
assumptions of the firms beliefs and strategy. Being 
successful in the collaborate quadrant entails 
creating and sustaining commitment and cohesion. 
Collaboration deals with open communication, 
which entails a deep understanding of the concerns 
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of various stakeholders. Collaborators perform both 
exploration and exploitation activities with 
stakeholders within and outside the boundaries of 
the firm. Collaborators manage intra and inter 
organizational conflict and promote innovation 
(Quinn et al 2010). The community created through 
colloboration shares beliefs, competencies, vision 
and values. Being successful in the control quadrant 
entails establishing and maintaining stability and 
continuity. The management of the control quadrant 
deals with compliance of rules and regulations. 
Control quadrant ensures performance, efficiency 
and effectiveness. Compete quadrant deal with the 
compete actions of the organization. This deals with 
improving productivity and profitability of the 
organization. 

The understanding of the external environment is 
crucial for planning, goal setting and designing work 
processes in this quadrant. The strategies are driven 
by aggressive competition, markets changes, profits 
and speed. Stakeholders in this quadrant must 
constantly manage performance through objectives 
and use iterative mechanisms to quickly initiate or 
cease initiatives. The goals of the create quadrant are 
to rapidly create the necessary innovation, adapt to 
change and acquire the necessary support. The key 
skills required in this quadrant are identifying trends, 
differentiating from the competitor, encouraging 
new ways of thinking, starting new ventures, 
extrapolating emerging opportunities and promoting 
innovation. The quadrants of the competing values 
framework represent tensions that organizations face 
in creating and managing their strategies. 
Organizations possess varying degrees of the values 
represented in the quadrants. 

3 METHOD 

This research is based on a detailed case study of the 
Google Android platform. The study of how 
platform controllers achieve their organizational 
objectives through  their platform strategies and 
manage strategic tensions in the ecosystems requires 
a case that provides different perspectives on the 
mentioned aspects of study to compare and contrast 
the various values in the competing values 
framework. The organizational and platform strategy 
processes of Google and their impact on the 
ecosystem can be seen as extreme cases (Yin 2009). 
The studied cases are paradigmatic of some 
phenomenon of interest (Gerring 2007). To highlight 
the challenges involved in managing platform 
strategies, a case study approach of (Gerring 2007; 

Yin 2009) was followed with a specific focus of 
studying organizational and platform strategies of 
Google and the Android ecosystem. 

3.1 Data Collection 

The data for the case studies in this research is based 
on various sources such as documents, website 
interviews and nonparticipant observations in 
communities. Secondary data available on the 
internet is a source of diverse, abundant and rich 
data material that exceeds the diversity of data that 
can be collected from direct interviews (Romano et 
al 2003; Ghazawneh and Henfridsson 2011).The 
data that were collected represents official press 
releases from Google related to Android, relevant 
messages from Android mailing lists that describe 
issues related to platform strategies and generative 
mechanisms were identified. 

The collected data described various issues 
related to organizational values and platform 
strategies and how the stakeholders reacted to the 
implementation of the various strategies. The study 
of the field of Platform based ecosystems requires 
large volumes of data to understand the relationship 
between the different actors, their actions and the 
motivations for their actions (Ghazawneh and 
Henfridsson 2011).The secondary data for this 
research is representative of the period between 
January 2009 and January 2013, where some of the 
key issues described in this research became a cause 
of major concern with the growth and proliferation 
of the Android ecosystem. Data from multiple 
sources can assist in generating various 
generalizations and help in improving data quality 
(Soy 1997). 

3.2 Data Analysis 

This collected data was then analyzed with the help 
of Romano et al’s (2003) methodology for analyzing 
web based qualitative data. The Romano et al’ 
method is based on a three-step approach to data 
collection and analysis of Internet-based qualitative 
data, namely: elicitation, reduction and visualization. 
In the first step, elicitation, specific terms that are of 
interest to this research from the framework such as 
“Android collaboration”, “Android innovation”, 
“Android ecosystem control” were fed into popular 
search engines such as Google and Bing and 
specialized online search engines such as board 
tracker and omgili that track discussions in mailing 
lists and the resulting data was captured in a QDA 
tool. Online observations on the evolution of the 
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Android is aimed at collecting relevant data from 
natural settings, hence non-participant observations 
in mailing lists and discussion boards discussing 
Google’s Android strategy provided useful data for 
this research. The elicited data was then saved in a 
Qualitative Data Analysis (QDA) tool. Once the data 
was stored in the tool, some of the key themes in the 
data were identified. This was done with the help of 
word frequency analysis and a thorough literature 
review. Word frequency analysis provides a 
complete list of all the words that occur in the 
collected data material and the number of times they 
appear in the text. The analysis of the collected data 
through word frequency counts helped in deriving 
inferences about the subjects of importance. The 
result of the word frequency analysis and literature 
review was the discovery of some of the key themes 
in the data such as“licensing”, “open handset 
alliance” and “release cycles”. 

An initial set of codes were then created to 
structure the data. The elicitation process led to the 
creation of a large research data set, some of the key 
concepts relevant to this research were identified 
such as platform control, agility in release intervals, 
open handset alliance. These concepts were then 
investigated in detail.In the second step, reduction, 
the large data set that was built during the elicitation 
process was reduced to fit the identified themes. 
Some of the key concepts identified in the elicitation 
step such as “licensing”, “release process”, “app 
blocking” and “fragmentation” were further 
investigated. The reduced data was further coded to 
identify the sequence of events and actors based on 
the themes that were discovered and evolved from 
the literature review and investigation of the initial 
data set. In the visualization step the various 
organizational objectives and their acheivement 
through platform strategies and information 
infrastructure mechanisms are identified and 
summarized the discussion section. The strategies 
are summarized as four cases. The visualization 
process also led to the identification of the key 
factors that drove the organizational strategy in a 
mobile software ecosystem, which were further 
expanded upon and analyzed in section 5 of this 
research. 

4 FINDINGS 

From the time of release of first Android based 
phone to today, Google has been able to rapidly  
scale its platform, user base and other ecosystem 
components. One of the key drivers of Google’s 

growth is its ability to manage its strategic initiatives 
around innovation, collaboration, quality 
management and using the platform and its 
ecosystem components as a way to compete in the 
market place. In the below section, four key cases 
from the collected data representing the above 
mentioned strategies are described. 
 
Case I: Platform licensing decisions 
 
Google adopted the Apache licensing scheme during 
the release of the Android platform to create provide 
access to the code base for a wide variety of 
audience. Andy Rubin, the head of the Android 
project at Google describes the reason for adopting 
the apache license as 

“We built Android to be an open source mobile 
platform freely available to anyone wishing to use it. 
In 2008, Android was released under the Apache 
open source license and we continue to develop and 
innovate the platform under the same open source 
license -- it is available to everyone at: http:/ 
/source.android.com. This openness allows device 
manufacturers to customize Android and enable new 
user experiences, driving innovation and consumer 
choice.” 
 
Case II: Design of the open handset alliance 
 
The open handset alliance is a networked model of 
collaborative innovation where Google engages with 
various stakeholders in the ecosystem. The open 
handset alliance assists stakeholders such as device 
manufacturers, content providers, semiconductor 
companies and operators in adopting the Android 
platform. Andy Rubin the head of the Android 
project at Google commented 

“Despite all of the very interesting speculation 
over the last few months, we're not announcing a 
Gphone. However, we think what we are announcing 
-- the Open Handset Alliance and Android is more 
significant and ambitious than a single phone. In 
fact, through the joint efforts of the members of the 
Open Handset Alliance, we hope Android will be the 
foundation for many new phones and will create an 
entirely new mobile experience for users, with new 
applications and new capabilities we can’t imagine 
today.” 

 
Case III: Managing fragmentation 
 
The flexible licensing scheme of Android allowed 
for the platform to be modified in many different 
ways and did not require the modifications to be 
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contributed back to the creators of the platform. This 
led to the forking of the project into various 
derivatives. Chris Roland a commentator on Android 
describes the issue of fragmentation as 

“Fragmentation of a operating system is nothing 
new  one need only look at what has happened with 
Linux to see a great example of how this can occur. 
Fedora and Ubuntu are both Linux, they both have a 
Linux kernel, and are for the most part compatible 
with each other, but not entirely. Applications 
designed for one will not easily run on the other 
unless recompiled. Android is the same, but worse. 
Not only do developers have to contend with 
different versions of Android between 2.x, 3.x and 
now 4.x, but not all Androids of the same major 
version are the same developers have to contend 
with OEM customisations and issues as well.”. 
 
Case IV: Platform release processes & leveraging 
ecosystem components 
 
The Android team uses an agile way of product 
development release. Since its beta release in 
November 2007, Google has launched over thirty 
versions of the Android OS. Andy Rubin the head of 
the Android project describes the agile release 
strategy as a way to compete in the market 

“We were at a feverish place post 1.0. 1.0 felt to 
me more like an 0.8 - it was pushed out for 
Christmas. We subsequently got it up to the spec that 
the industry expected it to be. We saw a rapid release 
cycle to basically catch up with the industry, and 
now I feel pretty much caught up. So any new 
releases aren't going to be catch-up releases, they're 
going to be releases that are focused on 
innovation. “ 

5 DISCUSSION 

Based on the findings in the previous section, it can 
be observed that Google tries to balance conflicting 
values and organizational interests during the 
evolution of the Android platform. In the create 
quadrant one of the key challenges is to facilitate the 
necessary innovation and adapt to changes in the 
industry. Organizations have to cultivate strategies 
that facilitate flow of innovation and new ideas that 
can help the organizations innovate. 

For the successful evolution of a platform, it 
must balance the introduction of new artifacts, 
processes, and actors but in the same time offering 
the flexibility to support scaling and further 
evolution of the platform (Tilson, Sorensen and 

Lyytinen 2011). As seen in case 1 in the findings 
section, the open licensing adopted by Google for its 
Android platform enables users access to the code 
base enabling them to modify and change the 
platform in new innovate ways, it also allowed 
commercial use of the platform as the licensing 
scheme allowed for the modification of the platform 
without having to commit the changes back to the 
platform controllers. One of the challenges in the 
create quadrant is the bootstrap problem. A 
platform’s value is realized when a large number of 
users use a platform, hence platform controllers have 
to find ways to attract early users to use the 
platform. This can be difficult as platform 
controllers have to often address the needs of these 
early users before having a complete design of their 
platform (Hanseth and lyytenen 2010). The flexible 
licensing, killer apps and tools such as the SDK 
allowed for early users to understand the technical 
architecture and implement the necessary changes to 
adopt the platform and make it useful. As seen in 
case 3 in the findings section, the challenges of the 
control quadrant have to do with the quality aspects 
of the strategy. Complimenters of a platform need to 
be governed in a way where both platform 
controllers and complimenters create and extract 
value from the platform. The openness aspects of the 
create quadrant helped bootstrap the platform by 
attracting early users but also lead to the forking and 
fragmentation of the platform and its ecosystem. 
End users and competing organizations fork the 
platform and thereby split the platform resources and 
its ecosystem. To control the platform effectively, 
the platform owner constructs new platform designs, 
secures platform control through agreement , 
increases knowledge heterogeneity through 
distribution channels, and counteracts foreign 
boundary resources designed to infringe on the 
platform (Ghazawneh and Henfridsson 2010). Forks 
of the Android platform do not receive the latest 
updates of the platform released by Google, which 
might lead to critical security and quality issues.Due 
to the emergence of dozens of forked versions of the 
Android platform, the creation of an additional 
clause in the Android SDK’s terms of service 
enabled Google to control and act on third parties 
that fork the platform.Due to the phenomenon of 
increasing returns, the more a standard is diffused, 
the greater its value.  

A platform standard can also be used as a 
strategic tool to decide whether a particular product 
is compatible with competitor’s products (Katz and 
Shapiro1995). Forking can create incompatible 
versions and could hamper the long term 

Managing Business Model Objectives through Platform Strategies - A Case Study of the Google Android Ecosystem

219



 

sustainability and quality of the platform and its 
ecosystem (Krogh and Spaeth 2007). Google created 
the Android compatibility definition document , 
which details the software and hardware 
requirements to comply to the specifications of a 
compatible Android device.  

Once a complimentor or a competitor creates an 
Android compatible product they will have to use 
the compatibility test suite as an aid to compatibility 
during the development process.Organizations such 
as Google have to thus balance their quest for 
platform growth with enforcing quality and 
standardization in the ecosystem. Companies that are 
part of an industry segment are encapsulated in an 
ecosystem of suppliers, customers, partners, 
competitors, suppliers of substitute products or 
services and potential new entrants that can 
challenge the status quo (Popp and Meyer 2010). 
Hence colloborating with various stakeholders is a 
key organizational value that determines the success 
of a platform controller. The values of the 
collaborate quadrant are determined by actions such 
as fostering collective effort, building cohesion and 
teamwork and managing conflicts in the ecosystem.  
The collaboration is driven by a shared aims, values 
and expertise. One of the key challenges of a mobile 
platform is the challenge of install base cultivation. 
A rapid establishment of a large installed base can 
help companies become the platform standard of 
choice (Besen and Farrell 1994). Rival firms seek to 
exceed consumers' expectations as the size of the 
installed base determines the choice of platform 
standard, hence industries with network effects 
wittiness an intense early competition as a quick 
early lead can determine the outcome of the race and 
the ones that follow the platform leader eventually 
end up becoming obsolete.  

As seen in case 2 in the findings section, Google 
created a collaborative model of innovation through 
the open handset alliance, where complimentors in 
the ecosystem could work with Google in shaping 
the Android platform. The networked model of 
innovation enabled various stakeholders such as 
device manufacturers, content creators and others to 
provide inputs to the innovation process and build a 
platform for shared vision and innovation, which 
assists in the deployment of Android on various 
devices contributing to the build up of a rapid install 
base. Stakeholders could customize new releases of 
the platform to suite their needs and colloborating in 
the design and development process enables an 
easier adoption of the platform and assists in 
planning ahead.When information infrastructures 
such as Android grow in the creation phase due to 

bootstrapping and aspects such as openness, the 
platform controllers have to deal with unforeseen 
and diverse demands and manage these demands in 
the design and technical architecture of the platform. 
This is defined as the adaptability problem of 
information infrastructures (Hanseth and lyytenen 
2010). The open handset alliance acts as a forum to 
evolve complex relationships with the various 
stakeholders, who are some times direct competitors. 
The adaptations that a platform undergoes through a 
series of negotiations in forums like the open 
handset alliance are determined by socio-technical 
motivations and can be understood by analyzing the 
significant changes that a platform undergoes, which 
are often infrequent, discontinuous, and intentional 
(Tilson, Sorensen and Lyytinen 2011). Keystones or 
platform controllers like Google have to balance two 
key activities to be successful, the first is to create 
value within the ecosystem and the second is to 
share the value with other participants in the 
ecosystem. Unless a keystone finds a way of doing 
this efficiently, it will fail to attract or retain 
members (Iyer et al 2006). Hence the open handset 
alliance helps cultivate install base by acting as a 
forum for creation of new innovation and facilitation 
of Android compatability and drives platform 
standardization through ensuring a consistent 
experience for developers, manufacturers and 
consumers.  

The core competence required by an organization 
in the compete quadrant is product differentiation 
through rapid innovation, agility and lockin 
mechanisms. Innovation in a platform ecosystem is 
characterized by simultaneous competition and 
cooperation (Walley 2007), where the relationships 
between the members are actively shaped by the 
stakeholders. In such ecosystems, the competitive 
position of a firm participating in the ecosystem is 
measured through its relationships to other 
participants in the ecosystem (Selander, Henfridsson 
and Svahn 2010). As seen in case 4 in the findings 
section, while Google and Apple directly compete 
against each other through their platforms, they 
colloborate and leverage each others platform for 
their ecosystem components. Apple uses Google 
maps as its maps and navigation system but Google 
released a version of its maps app with diminished 
capabilities for the iOS version thereby creating a 
locking in end users to the Android platform.  

The existence of strong network effects and 
increasing returns promotes a single or a small set of 
platform standards being adopted in an industry 
(Bekkers and Martinelli 2010). Hence agility 
through short release cycles to gain market share by 
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a rapid buildup of install base is key to becoming the 
dominant design. Google uses short release intervals 
to introduce new innovations in the platform, while 
most of these releases are backward compatiable 
some versions are not and this leads to 
fragmentation of the platform. Hence balancing 
competing organizational values of colloboration 
which is enacted through sharing and networked 
innovation with the organizational value of 
competition which is enabled through agilie 
innovation and lockin’s is crucial for platform 
controllers in becoming the dominant design. 

6 CONCLUSIONS 

The goal of this research was to analyze how 
organizations such as Google achieve their 
objectives through the enactment of platform 
strategies and manage strategic tensions in the 
ecosystem. Based on the discussions in the previous 
section, it is evident that in order to deal with the 
changes in the industry and counter market forces, 
organizations such as Google have to balance radical 
new innovation with incremantal sustaining 
innovation through managing change that is new, 
innovative, unique, and transformational with small 
incremental change that drives efficiency, 
predictability, and continuity through their open 
innovation strategy. This can help platform 
controllers become the dominant design, but to 
sustain their posistion, platform controllers have to 
also balance their short term need for speed and 
agility with a long term focus on developing their 
ecosystem by controlling the pace of innovation.  

Hence being dynamic and balancing the various 
organizational values over time can yield desirable 
results. The strength of the platform lies in the 
diversity of the stakeholders participating in its 
ecosystem, when engaging in an ecosystem the 
organizational value collaboration takes greater 
importance. Platform controllers have to constantly 
shape their relationship with the various 
stakeholders to be successful and shape it in a way 
that everyone in the ecosystem benefits from the 
platform.More research is needed to corroborate 
many of the findings in this research. One of the 
caveats is that the analysis is restricted to the 
Andorid ecosystem.  

While this restriction has assisted in improving 
our understanding of how platform controllers deal 
with competing organizational values through their 
platform strategies, we would require more cases 
where the findings can be tested. A task for future 

research would be to conduct longitudinal studies on 
various mobile and non-mobile software platforms 
and analyze platform controllers balance their 
organizational values over the lifecycle of a 
platform. 
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Abstract: Modern Infrastructure-as-a-Service (IaaS) provides flexible access to data center resources on demand in an
elastic fashion to meet the highly variable workload requirements of cloud applications. Cloud providers aim
to provision resources as efficiently and as quickly as possible to their consumers. However, the lack of infor-
mation about the hosted applications and their workloads makes it hard for cloud providers to anticipate the
future resource demands of their customers so that they can plan the capacity of their infrastructure. Cloud
providers can receive arbitrary requests for allocating resources on-the-fly in a completely unpredictable man-
ner. Given this unpredictability, it may happen that providers might not be able to provision the requested
resources quickly enough, or in the worst case, they might ran out of capacity and may not be able to satisfy
their customers resource demands. To address these concerns, in this paper we propose a new resource reser-
vation mechanism, based on the concept of soft reservations, addressing the issue of uncertainty and lack of
information concerning the expected future customer workloads and corresponding resource demands. The
proposed resource reservation mechanism makes it possible for cloud providers to better plan the capacity
of their infrastructure and continuously optimize the placement of virtual machines on physical nodes thus
improving the infrastructure cost and energy efficiency. It also takes into account the uncertainty of resource
demand estimations and enables proactive online capacity planning resulting in cost benefits for both cloud
providers and cloud customers.

1 INTRODUCTION

Cloud Computing is emerging as a new comput-
ing paradigm providing cloud consumers (henceforth
called consumers) with on-demand access to data cen-
ter resources by integrating computing, storage and
networking platforms in a transparent manner. One of
the major factors for the success of cloud computing
is its elasticity property and the pay-per-use pricing
strategy.

Elasticity is one of the major essential properties
of the cloud paradigm providing the ability to deal
with load variations by automatically provisioning /
deprovisioning resources on-the-fly to match the cur-
rent demand, i.e., adding more resources during high
load periods and consolidating the resources to fewer
nodes when the load decreases.

Ideally, this implies that the amount of resources
such as CPU, main memory and network bandwidth
are assigned and utilized in an optimal manner. For
a system deployed in a pay-as-you-go cloud environ-

ment, such as Infrastructure-as-a-Service (IaaS), elas-
ticity is critical to minimize operating cost while en-
suring acceptable performance during high load peri-
ods. It allows consolidation of the system to consume
less resource and thus minimize the operating costs
during periods of low load while allowing it to dy-
namically scale up as the load increases.

This elastic scaling is typically implemented us-
ing virtualization technology where consumers de-
ploy their applications packaged in virtual machines
(VMs) on a virtualized infrastructure. Each VM hosts
a complete software stack (operating system, middle-
ware, application components) and instances of the
VM can be dynamically added or removed based on
the load variation. This fine-grained allocation is
referred in the literature as on-the-fly elasticity (Vi-
jayakumar et al., 2010).

However, complex workload patterns highly af-
fect elasticity. Indeed, time-varying workload intensi-
ties are already challenging to handle in todays Inter-
net systems. Workloads can vary for multi-tier appli-
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cations by orders of magnitude within the same busi-
ness day which makes it hard for the cloud providers
(referred as providers) to optimally allocate VMs.
Through awareness of workload changes, providers
can more effectively overcome this challenge with
less difficulty in the future.

Consumers are in the best position to predict
how their workloads would change over time. How-
ever, the separation of cloud providers (referred as
providers) and consumers hinders the former in hav-
ing access to such information. Providers do not have
direct access to the applications running inside the
hosted VMs. Therefore, they cannot predict the appli-
cations future workload needs and consequently their
future resource demands. Similarly, consumers do not
have access to the hardware infrastructure where VMs
are deployed. Therefore, they cannot anticipate the
effects of sharing resources with third-party applica-
tions deployed by the provider on the same virtualized
infrastructure. Because of this lack of information,
consumers can only specify the type and amount of
resources (e.g., number of CPUs) that should be allo-
cated to their VMs by means of resource reservations
communicated to the provider.

Due to above described information gap, cloud
providers are not in the position to predict the future
resource demands of consumers so that they can plan
the capacity of their infrastructure accordingly. Cloud
providers can receive arbitrary requests for allocat-
ing resources on-the-fly in a completely unpredictable
manner. Given this unpredictability, it may happen
that providers might not be able to provision the re-
quested resources quickly enough, or in the worst
case, they might ran out of capacity and may not be
able to satisfy the consumers resource demands. The
latter may lead to violations of Service Level Agree-
ments (SLA) leading to loss of customers and rep-
utation for both the cloud providers and cloud con-
sumers. As a result, in order to guarantee SLAs, cloud
consumers are forced to reserve more resources than
they actually need resulting in over-provisioning and
associated over-subscribed costs.

We propose a new reservation mechanism in or-
der to protect consumers and providers from the
cost overhead incurred due to over-provisioning. In
this reservation mechanism, consumers can issue pre-
reservations, referred to as soft reservations and then
claim the pre-reserved resources by issuing normal
reservations, referred to as hard reservations, if they
actually end up needing them. Soft reservations cap-
ture the estimated amount of resources that will be
required by a consumer at a given future point of time
as well as the probability of actually needing these
resources. This approach also aims at closing the in-

formation gap between consumers and providers by
supplying a communication mechanism to exchange
the relevant information for both parties.

The proposed approach comprises mechanisms to
exploit the exchanged information in a beneficial way
for both consumers and providers. Consumers would
be able to use low level information about utiliza-
tion of physical resources to better estimate their ac-
tual resource demands for running their services at
the desired Quality of Service (QoS) level. Mean-
while, providers would be able to exploit the infor-
mation about the expected future resource demands
of their consumers to better plan the capacity of their
infrastructure and continuously optimize the mapping
of logical to physical resources resulting in lower data
center operating costs and energy consumption.

The rest of the paper is organized as follows: Sec-
tion 2 describes our resource reservation approach.
We describe types of information we need to ex-
change between consumers and providers in Section
3. In Section 4, we survey the previous works in this
area. Our end-to-end envisioned approach is summa-
rized in Section 5. Finally, we summarize the paper
in Section 6.

2 RESOURCE RESERVATIONS

Cloud providers provide on-demand access to scal-
able computing, storage and networking resources
over a wide-area network. Consumers are able to de-
ploy the VMs required to satisfy their SLAs with their
customers (SaaS end-consumers). Consumers may
dynamically ask for resources by placing resource
reservations with the provider to match their varying
workloads and respective resource demands. Once a
consumer submits a request to the provider the request
will be accepted, provided that enough resources are
available. Otherwise, it would be rejected or some
other options could be offered, i.e., a counter-offer
(Lu et al., 2011) may be made. If the request is ac-
cepted, the provider will need to find a mechanism
to satisfy the request. Consumers take into account
several aspects such as amount, level of granularity,
validity period, certainty, and provisioning intervals
when making reservations. For example, a reserva-
tion could look like:

”I need 10 nodes, each with 1 GB of memory,
right now” or ”I need 4 nodes, each with 2
CPUs and 2GB of memory, from 2pm to 4pm
tomorrow”.

The latter describes the amount of required resources
for a specified time window (from 2 to 4 pm), whereas
the former requests them immediately. Consumers
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Figure 1: Snapshot of reservations received in infrastructure.

would normally not be able to predict in advance the
exact amount of resources they will require due to the
uncertainty about their future workloads and resource
demands. However, consumers should normally be
able to indicate how confident they are about the pro-
vided estimation. The latter can be done in differ-
ent ways, e.g., by specifying the probability of actu-
ally requiring the reserved resources or by providing
a cumulative distribution function of the amount of
required resources.

2.1 Hard and Soft Reservations

As mentioned earlier, the actual resource utilization
will only be known at runtime, so it is not possible for
consumers to anticipate the real resource consump-
tion in advance. In traditional resource reservation
mechanisms, consumers have to pay for the requested
resources even if they do not end up using them which
is not aligned with the pay-per-use model in cloud
computing.

Even though consumers may not be able to an-
ticipate their exact resource demands, they would
normally be able to approximately estimate the ex-
pected resource consumption based on workload fore-
casts and performance predictions with some level
of certainty (Herbst et al., 2013). In the envisioned
approach, consumers pre-reserve the forecasted re-
quired resources in long term through soft reserva-
tions. In these reservations, they basically specify
how much resource they will need, in what time span,
and how certain they are about their estimation.

The issuing of a soft reservation does not grant a
consumer the requested resources. Nevertheless, once
a consumer becomes more certain about his resource
demands (near to the point of actual usage) tradi-
tional on-the-fly reservations (henceforth called hard
reservations) can be issued to claim the resources that
were previously pre-reserved through the correspond-

ing soft reservations. If a consumer does not claim the
required resources by means of hard reservations, the
resources will not be allocated.

Figure 1 illustrates a snapshot of hard and soft
reservations received by an IaaS provider and the time
in advance of sending them by consumers over a pe-
riod of time.

Consumers can choose only between using on-
the-fly hard reservations or also taking advantage of
the new soft reservations that allow them to book
in advance resources from provider for a given time
horizon (e.g., minutes, hours) in order to account for
the perceived risk that a workload surge may occur.
Informally, soft reservations will act as a form of in-
surance for consumers about obtaining resources at
lower costs when needed provided that a correct bid
for their future resource demands is communicated in
advance to providers, whereas more expensive hard
reservations (that are not preceded by a previous soft
reservation) will be used to obtain unanticipated ca-
pacity that is required to process the current workload.

Soft reservations cater a win-win solution for both
consumers and providers. For consumers, soft reser-
vations will be much cheaper than hard reservations,
since they only offer the right to obtain a set of fu-
ture resources within a certain amount of time if they
turn out to be required. If these resources are truly
allocated at some point in the future, the consumer
will have to pay additional compensation, but they
will still save money compared to the on-the-fly hard
reservations that would otherwise have to be used as
workloads vary. If not allocated, the soft reservations
would have instead merely served as an insurance pol-
icy for the consumer against high resource provision-
ing costs. However, the pricing model should provide
a policy to avoid oversubscribed unclaimed soft reser-
vations.

Similarly, providers will utilize the information
provided through soft reservations as a basis for on-
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line capacity planning driving infrastructure manage-
ment decisions. Upon observing changes in hard
reservations, providers would dynamically allocate
new capacity using standard mechanisms such as
provisioning of new servers previously in stand-by
mode. Providers can then use heuristics to optimize
the placement for the new servers taking into account
the currently active hard and soft reservations. Such
heuristic algorithms should prioritize placements that
improve the Total-Cost-of-Ownership (TCO) of the
infrastructure.

Our proposed approach envisions different levels
of soft reservations. Currently, four different dimen-
sions are considered in order to define the softness
level:

Provisioning interval of a soft reservation refers to
the amount of time in which the softly-reserved
resources are guaranteed to be provisioned if they
end up being requested by issuing a respective
hard reservation. The smaller the provisioning in-
terval, the faster resources are guaranteed to be
provisioned if they are claimed.

Validity period represents the validity time frame of
a soft reservation. A reservation for one month
would normally have higher importance and more
implications for capacity planning than a reserva-
tion only for one day.

Time in advance represents the time in advance of
sending a soft reservation before the desired pe-
riod of its validity begins. A soft reservation for
next week would normally have higher priority
and more implications for capacity planning than
a soft reservation with validity period beginning
after one month.

Level of uncertainty refers to the estimated proba-
bility that the reserved resources will actually end
up not being needed.

All four dimensions influence the degree of soft-
ness of soft reservations which in turn would normally
influence the price for placing them. The softer reser-
vations are, the cheaper their price would normally be
expected to be.

Figure 2 illustrates the problems arises without
soft reservations and benefits of the proposed hard and
soft reservation compare to traditional mechanism. In
this example, the provisioning interval and the level of
uncertainty are fixed. The arrows depict the points in
time at which soft reservation are submitted. One is-
sue with the traditional reservation mechanism is the
potential delay between the arrival of hard reserva-
tions and the actual provisioning of the requested re-
sources (dashed red box on the left side of the first di-
agram). Another problem which might occur without

soft reservations is that the provider might not be able
to provision all of the requested resources (dashed red
box on the right side of each diagram). The soft reser-
vations help to address these two issues by enabling
the provider to plan the capacity of the infrastruc-
ture such that all requested resources can be provided
in time. The extent to which the softly reserved re-
sources are guaranteed to be provisioned when plac-
ing a hard reservation depends on the four dimensions
of the softness level explained above. Both exemplary

Figure 2: Example of hard and soft reservations.

problems described above are rooted in the inability
of providers to anticipate what resources will be re-
quired by consumers in the future and thereby plan
their capacity accordingly. The envisioned hard and
soft reservation mechanism will tackle this problem
by making it possible for consumers to communicate
their estimated future resource demands.

3 INFORMATION EXCHANGE
BETWEEN CLOUD
PROVIDERS AND CONSUMERS

As mentioned earlier, the separation of cloud
providers and consumers hinders providers to opti-
mize their placement algorithms for provisioning IaaS
resources. Moreover, the effects of sharing resources
with third-party applications deployed in the same
virtualized infrastructure are hidden from consumers.
Hence, the exchange of information between the two
stakeholders is beneficial for both. Providers can es-
timate the consumers future resource requirements
and plan the allocation of VMs to Physical Machines
(PM) improving the resource provisioning time and
making significant cost savings at both ends. More-
over, information about the actual measured hardware
utilization will allow consumers to only reserve and
pay for the resources that are actually needed and to
run their services at the service level required to fulfil
the end-customers’ (SLAs).
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We identify two types of information which needs
to be exchanged by consumers and providers, namely:
(1) infrastructure monitoring-data supplied by the
provider and (2) SLAs containing resource reserva-
tions placed by consumers.

3.1 Infrastructure Monitoring Data

Consumers suffer from the lack of direct access to the
physical infrastructure level which is necessary to ac-
curately monitor their resource consumption. There-
fore, in order to enable consumers to accurately mon-
itor and predict their future resource usage, providers
must supply information and monitoring data about
the physical infrastructure.

To provide such information, the provider needs to
know the accuracy level and granularity of the mea-
surement data required by each consumer. It is also
important to know for how long historical data about
resource utilization should be stored on the provider
side in order to prevent infinitely growing large log
files.

3.2 SLAs Containing Resource
Reservations

Cloud providers normally do not have direct access to
the applications and services running inside the VMs
deployed on their infrastructure.

To bridge this gap, the proposed resource reserva-
tion mechanism offers a means for consumers to sup-
ply information about their expected future resource
requirements based on workload forecasts and per-
formance predictions. Such information should log-
ically be part of the SLAs established between the
consumers and providers.

The SLAs we are considering would not only
cover classical metrics such as service response time
and throughput, but also provide a powerful protocol
for placing resource reservations, cancelling existing,
or changing them. To realize these consumers need to
know what types of resources are available for reser-
vation and at what level of granularity they can be
reserved (differentiating between general provider of-
ferings, static agreements about the maximum alloca-
tions that could be provided to a consumer, and the
availability of resources for possible reservation at a
particular point in time).

4 STATE-OF-THE-ART

A vast amount of research exists in the literature on
resource reservations in grid computing a summary

of which can be found in (Rani et al., 2011). In
cloud computing, advance reservations are an active
area of research. In (Chaisiri et al., 2009), the au-
thors present a stochastic integer program algorithm
that works in an environment with multiple cloud
providers. They propose an optimal virtual machine
placement (OVMP) algorithm to minimize the total
costs of reservations and on-demand resource provi-
sioning. However, this approach does not consider
any insurance policy for consumers allowing them to
obtain their required resources at a cheaper price.

In (Mark et al., 2011), the authors address this
problem in the same environment (Chaisiri et al.,
2009), but they take different approach for handling
future demands. They apply three different prediction
algorithms (i.e., simple Kalman filter, double expo-
nential smoothing, and Markov prediction) to predict
the demands of customers, i.e., they use past usage
history as a basis for forecasting future demands. In
their approach, resource predictions takes place on the
provider side while in ours, consumers are respon-
sible for estimation of their future resource require-
ments.

Similarly, (Lu et al., 2011) provides a solution
for the resource reservation problem in IaaS providers
with limited resource capacity by which they are able
to realize the feasibility of individual requests from
consumers. If they are not able to satisfy the requests
they will be able to provide an alternative offer by
shifting requests in time (backward and forward) to
fulfil them rather than refusing them. In their solu-
tion fragmentation in virtual resources is controlled
and tried to be avoided. Resource requests are SLA-
based and reservations take place during SLA nego-
tiation. They utilize computational geometry for ad-
vanced reservation of resources.

Haizea 1 is a resource manager (”resource sched-
uler”) software component which allows consumers
to request resources from a computational resource.
Haizea uses leases as a basic resource provisioning
abstraction. A lease is ”a negotiated and renegotiable
agreement between a provider and a consumer, where
the former agrees to make a set of resources available
to the latter, based on a set of lease terms presented by
the resource consumer”. In (Sotomayor et al., 2009),
designers of Haizea, present a model for predicting
various runtime overheads involved in using virtual
machines, which efficiently support advance reserva-
tions. They extend Haizea to use this new model in its
scheduling decisions, and use it with the OpenNebula
virtual infrastructure manager so the scheduling deci-
sions will be enacted in a Xen cluster.

In (Wang et al., 2011), the management of QoS

1http://haizea.cs.uchicago.edu
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in the presence of resource reservations in cloud en-
vironments is investigated. In order to guarantee QoS
in the near future and maximize the total revenue of
the resource provider, resource reservation requests
should be accepted selectively. The decision is made
based on the analysis of the possible achieved QoS
after resource configuration.

In (Diaz et al., 2011), three types of resource re-
quests which are rejected because of finite number of
(PM)s and to the variability of VM resources utiliza-
tion is identified. (1) Immediate Rejection (IR): If
there is not enough available capacity in any PM. (2)
Resources Allocation Rejection (RAR): resources are
allocated, and VMs are already hosted in PMs. How-
ever, due to the variability of VM workload, the sum
of resources utilized by VMs hosted in the same PM
can exceed its capacity. Therefore, one or more VMs
must be suppressed to free the resources in PM. (3)
Total of Rejections: It is the sum of IR and RAR ra-
tios. They propose a new concept of Resource Over-
Reservation (ROR) as a mean to reduce RARs. The
basic idea is to pre-reserve additional resources in or-
der to stick at the load variation. The authors found a
trade-off between the IR and RAR as a value for ROR
to keep percentages of total request rejections low.

To summarize, in all of these works traditional re-
source reservations were considered as an input to the
algorithms for placement of VMs and none of them
consider the gap of information between providers
and consumers to address resource reservations in
cloud IaaS environments.

5 APPROACH

Our contribution is new ”soft” resource reservation
mechanism for consumers. As we described in Sec-
tion 2.1, consumers can issue their soft reservations
based on their expected resource demand in long term
with some level of certainty. Typically this is close to
the actual resource consumption point, when they be-
come certain about their resource requirements, they
can claim their softly reserved resources through hard
reservations.

After receiving soft and hard reservations,
providers can use them to continuously improve the
quality of virtual machine placement decisions and
to plan the capacity of their infrastructure. To be
effective, soft reservations should be coupled with a
pricing model that reduces risk and TCO for both
providers and consumers (Rizou and Polyviou, 2012).

We also propose the importance of data shar-
ing between consumers and providers which was de-
scribed in Section 3. This sharing of information will

help both parties to characterize and dynamically re-
act to unexpected changes of usage patterns of ser-
vices and systems.

Figure 3 summarize our end to end envisioned ap-
proach. Consumers automatically adapt the amount
of resources requested from providers based on the
dynamic performance models which will be auto-
matically calibrated at run-time. These predicted re-
sources will be translated to soft and hard reservation
and will be sent to providers. Providers adapt the
mapping of requested logical resources to physical re-
sources in a dynamic way and strictly accounting for
TCO. One possibility to realize the online forecast-
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Figure 3: Online system performance model.

ing and performance predicting process is using the
Descartes Meta Model (Huber et al., 2012). Within
this approach, consumers and providers will individ-
ually work towards achieving better performance and
TCO, thus promoting a more efficient use of data
center resources at reduced cost. Particularly, con-
sumers will automatically adapt the amount of re-
sources requested from providers based on dynamic
performance and TCO models which will be auto-
matically maintained, calibrated, composed and eval-
uated at runtime (Kounev et al., 2011). This will pro-
duce continuously TCO optimization.

6 CONCLUSIONS

In this paper, we introduced our research roadmap
through the definition of soft and hard reservations.
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This mechanism enables consumers to communicate
their workload forecasts in long term to providers
by means of soft reservations. Consumers can claim
the softly reserved resources when they become cer-
tain about their estimated resource requirements. Soft
reservations act as an insurance policy that guaran-
tees that the consumer will receive the softly reserved
resources with cheaper price once they are requested
through hard reservations. Similarly, providers have
to send hardware utilization data (with respect to pri-
vacy of other customers) to the consumer. By means
of these types of reservations, consumers would re-
serve and pay for the amount of resources they
use and will receive their requested resources faster.
Providers would be able to estimate the amount of
resources they should provide in any point in time.
Therefore, they would be able to manage their re-
sources more efficiently by keeping PMs off or turn
off PMs. In our future work, we intend to develop al-
gorithms on the provider side to handle these reserva-
tions. These algorithms will cater for determining the
expected required capacity at a given point of time in
the future. Furthermore, our algorithms will identify
future changes in capacity needs and will optimize the
on-the-fly placement of VMs taking into account the
costs of different reconfiguration options.
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Abstract: Software generation from a formal requirements specification has enabled a small research team to develop
a tool set for educational design exercises and didactical research. This approach was needed to obtain a
development environment, which is responsive to changing requirements due to maturing didactics and future
research questions. We use Ampersand, a rule-based design methodology, to specify and generate the tool set
called the Repository for Ampersand Projects (RAP). RAP is being used in a course on Ampersand for master
students of computer science and business management. Analytic tools have been interconnected to RAP to
obtain analytics about student activities in RAP. So, Ampersand is both the subject of teaching and research
as well as an asset used to develop and maintain RAP. In this paper we present how RAP has been generated
with Ampersand and reflect upon the value of this design choice.

1 INTRODUCTION

The authors have developed a Repository for Amper-
sand Projects (RAP) to facilitate teaching Ampersand
as well as research on that subject. Ampersand is a
methodology to design information systems and busi-
ness processes as a formal collection of rules. RAP is
a tool set for Ampersand design exercises, which fea-
tures rule-based interfaces to connect analytic tools in
a way that preserves semantics of data. The analytic
tools use semantic data in RAP to produce unambigu-
ous measurement results for our research. The objec-
tive of our research is to understand how to teach Am-
persand to master students of computer science and
business management. The first study using data from
RAP has been accepted for publication (Michels and
Joosten, 2013).

This paper reflects on our choice to use Amper-
sand to generate RAP from functional requirements.
Ampersand was a prerequisite in this choice c.q. the
question is whether rule-based design has brought us
closer to our research objective. The answer is posi-
tive. By using Ampersand we have obtained a devel-
opment environment for RAP, that enables us to re-
spond to changing requirements in a controlable and
timely fashion. We can adopt new didactical insights
in the exercise tool and facilitate our current and fu-
ture studies with unambiguous analytics from RAP.
Thus, this paper presents the fundament of our envi-
ronment to study and improve the teaching of Amper-
sand i.e. the generation of RAP with Ampersand.

Section 2 provides a background on using rules as
requirements. Section 3 introduces Ampersand as a
rule-based approach on a formal language to design
information systems. Section 4 describes the generic
and specific issues of generating RAP with Amper-
sand e.g. rule-compliant processes, customized data
access. We conclude with a reflection on our accom-
plishments with RAP up to date and expectations for
the future.

2 RULES AS REQUIREMENTS

This paper argues that a rule-based design approach
can reduce the gap between the owners of require-
ments (end users, patrons, auditors, etc.) and the de-
sign of information systems, by giving compliance
guarantees to these owners and by giving the appro-
priate tools to requirements engineers. The Business
Rules Community (Ross, 2003b) has argued since
a long time that natural language provides a bet-
ter means for discussing requirements than graphical
models (e.g. UML (Rumbaugh et al., 1999)). This
vision is the fundament of profound assets like the
Business Rules Manifesto (Ross, 2003a), the Busi-
ness Rules Approach (Ross, 2003b), the SBVR stan-
dard (Object Management Group, Inc., 2008) and
RuleSpeak (Business Rule Solutions, LLC., 2013).
Rule-based design goes beyond requirements by for-
malizing business rules and using them as require-
ments to partially automate information system de-

230



velopment.
Rule-based design uses the word business rule to

denote a formal representation of a business require-
ment. Business rules have been represented in many
different ways. Prolog (Clocksin and Mellish, 1981)
is an early rule-based approach that uses Horn-clauses
as a means to write computer programs. Widespread
are also Event-Condition-Action (ECA) rules of ac-
tive databases, such as (Dayal et al., 1988; Paton and
Dı́az, 1999; Widom, 1996), which represent success-
ful results of earlier research into functional depen-
dencies between database transactions in the seven-
ties and eighties. Expert systems and other develop-
ments founded in ontology (Gruber, 1993; Berners-
Lee et al., 2001) can be regarded as ways to represent
business processes by means of rules. Approaches
based on event traces, such as Petri Nets (Reisig,
1985) and ARIS (Scheer, 1998), have dominated the
90’s and are still popular to date (Green and Rose-
mann, 2000). The information systems community is
aware (e.g. (Ram and Khatri, 2005)) that mathemat-
ical representations of business rules can be useful.
For example, Date’s criticism of SQL for being un-
faithful to relational algebra (Date, 2000) advocates a
more declarative approach to information system de-
sign, and puts business rules in the center of the de-
sign process.

This paper argues that business requirements are
sufficient to generate a functional prototype of an in-
formation system. The word ‘sufficient’ suggests that
requirements engineers need not communicate with
the business in any other way. This suggestion is seri-
ously flawed. Models are still useful, but their role
changes. In Ampersand, models are artifacts, pre-
ferrably produced automatically, that document the
design. If desired, a requirements engineer can avoid
to discuss these artifacts (data models, etc.) with the
business, but they are available and undeniably useful
as documentation in the design process. Ampersand
shifts the focus of the design process to requirements
engineering, because a larger part of the process is
automated.

Controlling design processes directly by means of
business rules has consequences for requirements en-
gineers, who will encounter a simplified design pro-
cess. From their perspective, the design process is de-
picted in figure 1. The main task of a requirements en-
gineer is to collect rules to be maintained. These rules
are to be managed in a repository (RAP). From that
point onwards, a first generator (G) produces various
design artifacts, such as data models, process models
etc. These design artifacts can then be fed into another
generator (an information system development envi-
ronment), that produces the actual system. That sec-

Figure 1: Rule-based design process (engineer).

ond generator is typically a software development en-
vironment, of which many exist and are heavily used
in the industry. Alternatively, the design can be built
in the conventional way as a database application. A
graphical user interface on the repository and gener-
ator will help the requirements engineer by storing,
managing and checking rules, to generate specifica-
tions, analyze rule violations, and validate the design.

From the perspective of an organization, the de-
sign process looks like figure 2. At the focus of at-

Figure 2: Rule-based design process (organization).

tention is the dialogue between a problem owner and
a requirements engineer. The former decides which
requirements he wants and the latter makes sure they
are captured accurately and completely. The require-
ments engineer helps the problem owner to make re-
quirements explicit. Ownership of the requirements
remains in the business. The requirements engineer
can tell with the help of his tools whether the re-
quirements are sufficiently complete and concrete to
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make a buildable specification. The requirements en-
gineer sticks to the principle of one-requirement-one-
rule, enabling him to explain the correspondence of
the specification to the business.

3 AMPERSAND

The purpose of Ampersand is to have the right inter-
action with stakeholders to define the right business
rules and represent them unambiguously. Ampersand
looks at business rules not only as an agreement be-
tween parties, but uses them as functional require-
ments to automate an information system as well.
That is: these rules are to be maintained by all parties
at all times and the IT must support that. Maintaining
these rules is done either by people (of any party) or
by computers.

A requirements engineer using Ampersand de-
fines a suitable relational information structure to de-
fine rules upon. A meaningful specification of rules
in Ampersand can be incomplete or even contain
no business rule at all. In that matter, Ampersand
clearly differs from more common relational speci-
fication languages like Alloy (Jackson, 1999). No
business rules on an information structure represent
ultimate freedom when using that information struc-
ture in business processes. This kind of freedom is
explicitly useful in experimental contexts like the ed-
ucational design exercises in RAP. For example, a stu-
dent can first define an information structure and add
rules one-by-one while studying the impact of adding
another rule. More practical reasons to omit a busi-
ness rule are disagreement between stakeholders, ir-
relevance of the rule, or unawareness of the rule.

Ampersand uses a relation algebra (Maddux,
2006) as a language in which to express business
rules. Relation algebras have been studied extensively
and are well known for over a century (Schröder,
1895). The use of existing and well described theory
brings the benefit of a well conceived set of operators
with well known properties.

The Ampersand syntax consists of constant sym-
bols for (business) concepts, (business) elements, re-
lations and relation operators. Relation terms can be
constructed with relations and relation operators.

Let C be a set of concept symbols. A concept is
represented syntactically by an alphanumeric charac-
ter string starting with an upper case character. We
use A, B, and C as concept variables.

Let U be a set of atom symbols. An atom is repre-
sented syntactically by an ASCII string within single
quotes. All atoms are an element of a concept, e.g.
’Peter’ is an element of Person. We use a, b, and c

as atom variables.
Let D be a set of relation symbols. A relation sym-

bol is represented syntactically by an alphanumeric
character string starting with a lower case character.
For every A,B∈C, there are special relation symbols,
IA and VA×B. We use r, s, and t as relation variables.

Let ¬, t, t, and o
9 be relation operators of arity 1,

1, 2, and 2 respectively. The binary relation opera-
tors u,⇒ and ≡ are cosmetic and only defined on the
interpretation function.

Let R be the set of relation terms. We use R, S,
and T as variables that denote relation terms.

R is recursively defined by

IA,VA×B,r,¬R,Rt,RtS,R o
9 S ∈ R

provided that R,S ∈ R,r ∈ D, and A,B ∈ C
An Ampersand script for context C is a user-

defined collection of statements where
• RUL ⊆ R is a collection of relation terms called

rules.
• REL is a collection of r : A∼ B for all r ∈ D such

that A,B ∈ C. The instances of REL are called
relation declarations.

• POP is a collection of a r b such that a ∈ A,b ∈ B
and (r : A∼ B) ∈ REL.

The relation declarations define the conceptual struc-
ture and scope of C. Relation elements define facts
in C. POP is called the population of C. Rules are
constraints on that population.

The interpretation function I(R) defines the se-
mantics of a relation term R. This function interprets
relation terms based on POP and a relation algebra
〈R,∪, , ; ,`,I〉 where R ⊆ P (U). All relation sym-
bols used in a relation term are either declared by the
user in REL or IA or VA×B. So, the relation algebra
on R is configured by the user through REL. The in-
terpretation of all relation symbols in D is completely
user-defined through POP. Thus, given some REL
and some POP, I(R) determines whether some rela-
tion holds between two elements.

Given some C, the interpretation function of rela-
tion terms is defined by

relation I(r) = {〈a,b〉 | a r b ∈ POP}
(1)

identity I(IA) = {〈a,a〉 | a ∈ A} (2)
universal I(VA×B) = {〈a,b〉 | a ∈ A, b ∈ B}

(3)

complement I(¬R) = I(R) (4)

converse I(Rt) = I(R)` (5)
union I(RtS) = I(R)∪I(S) (6)

composition I(R o
9 S) = I(R);I(S) (7)

Third International Symposium on Business Modeling and Software Design

232



(the interpretation of the mentioned cosmetic relation
operators)

intersection I(RuS) = I(¬(¬Rt¬S)) (8)
implication I(R⇒ S) = I(¬RtS) (9)
equivalence I(R≡ S) = I((R⇒ S)u (S⇒ R))

(10)

Relations need to have a type to be more practi-
cal for requirements engineers (Michels et al., 2011).
This way, only a relation term R∈R with a type T(R)
has an interpretation. A relation term without a type
T(R) is said to have a type error or to be (seman-
tically) incorrect. Compilers for Ampersand scripts
must reject relation terms with a type error. A require-
ments engineer might call a relation term without a
type nonsense.

Van der Woude and Joosten (van der Woude and
Joosten, 2011) have enhanced the typing function
with subtyping of concepts. Subtyping is useful to
confront two different, but comparable concepts with-
out being rejected as a type error. For example, a re-
quirements engineer can model the concept Client
and Provider to be comparable over a more gen-
eral concept. This might make sense when a client
can be a provider as well. A course book on Amper-
sand (Wedemeijer et al., 2010) also discusses alter-
native patterns in Ampersand to model apparent sub-
types of concepts.

4 GENERATING RAP

RAP includes first and second generator functions
and the repository (RAP) of figure 1. The genera-
tor functions are part of a command-line tool called
the Ampersand compiler. A web application of RAP
for design exercises provides access to the repository
and generator functions. The Ampersand compiler is
manually coded in Haskell. Source and binary files
of the Ampersand compiler are freely available via
wiki.tarski.nl. The web application and reposi-
tory are generated with the compiler from an Amper-
sand script for RAP. RAP and its full script are freely
available at request.

We claim that the Ampersand compiler can gen-
erate a compliant information system from business
requirements in an Ampersand script. Early versions
of the Ampersand compiler could already generate
a trivial, but compliant system. Such a trivial sys-
tem consists of a relational database, a web interface,
and a rule engine. The database model contains a ta-
ble of two columns for each relation declaration in
the script, to hold its population. An initial popu-
lation for the database is checked to be free of vio-

lations. The web interface provides a user with ba-
sic data functions for the database. A rule engine
checks all the rules before committing changes to the
database in order to remain compliant with the rules
c.q. the requirements. The current version of the Am-
persand compiler takes rules into account and uses
simple syntactic Ampersand constructs to derive more
practical system components. Examples of Amper-
sand constructs for practical enhancements are: an in-
terface construct to customize data access; attributes
to customize violation handling; and plain text at-
tributes to attach meaning or purpose to formal ele-
ments for traceability. In the next subsection we ad-
dress a generic issue: How do business rules yield a
compliant business process? In the remaining subsec-
tions we describe how a system, RAP, could be gen-
erated, which has shown to be sufficiently practical
for studies on and design exercises of a course at the
Open University. We use examples from the Amper-
sand script for RAP.

4.1 Compliant Processes

Whenever and whereever people work together, they
connect to one another by making agreements and
commitments. These agreements and commitments
constitute the rules of the business. The role of infor-
mation technology is to help maintain business rules.
This is what compliance means. If any rule is vio-
lated, a computer can signal the violation and prompt
people or trigger a computer to resolve the issue. This
can be used as a principle for controlling business pro-
cesses. For that purpose two kinds of rules are distin-
guished: rules that are maintained by people and rules
that are maintained by computers. A rule maintained
by a computer is an automated activity within a busi-
ness process.

Since all formalized rules (both the ones main-
tained by people and the ones maintained by comput-
ers) are monitored, computers and persons together
form a system that lives by those rules. This es-
tablishes compliance. Business process management
(BPM) is also included, based on the assumption that
BPM is all about handling cases. Each case (for in-
stance a credit approval) is governed by a set of rules.
This set is called the procedure by which the case is
handled (e.g. the credit approval procedure). Actions
on that case are triggered by signals, which inform
users that one of these rules is (temporarily) violated.
When all rules are satisfied (i.e. no violations with
respect to that case remain), the case is closed. This
yields the controlling principle of BPM, which im-
plements Shewhart’s Plan-Do-Check-Act cycle (often
attributed to Deming) (Shewhart and Deming, 1939).
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Assume the existence of an electronic infrastructure
that contains data collections, functional components,
user interface components and whatever is necessary
to support the work. An adapter observes the busi-
ness by drawing digital information from any avail-
able source. The observations are fed to a rule en-
gine, which checks them against business rules in a
repository. If rules are found to be violated, the rule
engine signals a process engine. The process engine
distributes work to people and computers, who take
appropriate actions. These actions can cause new sig-
nals, causing subsequent actions, and so on until the
process is completed. This principle rests solely on
rules, yielding implicit business processes which di-
rectly follow from the rules of the business. In com-
parison: workflow management derives actions from
a workflow model, which models the procedure in
terms of actions. Workflow models are built by mod-
elers, who transform the rules of the business into ac-
tions and place these actions in the appropriate order
to establish the desired result.

4.2 Rule-based Structure of RAP

RAP is an application on a repository of Ampersand
scripts. If RAP was just a storage for scripts, then its
Ampersand structure could remain limited to only one
concept Script ∈ C; no rules; no relations. However,
we want RAP to have functions to facilitate certain
activities. For those functions, concepts, relations and
rules need to be added to the script of RAP.

We have used RAP as:

• a design exercise tool for students. A student user
of RAP has a facility to upload a script to RAP, a
structured view on a script in RAP, and access to a
few compiler functions to run on a script in RAP.
The second release of the exercise tool anticipates
on more roles than students, which are teachers,
advanced students, and requirements engineers.
The second release introduces rule-guided editing
of a script in the structured view;

• a data source for measurements to study student
behaviour;

• a data storage for measurement results to use in
the exercise tool for learning.

No additional structure was needed in the script of
RAP to use RAP as a data source for measurements.

If the results of measurements need to be stored in
RAP, then we need at least a univalent relation from
the source of the measure to the result. For example,
the structured view on a script includes the counters
of rules, relations and concepts, which are measure-
ments needed for a design activity called cycle chas-

ing. Each counter is a functional relation in the script
of RAP e.g. count rules : Script→Number.

Most of the script of RAP relates to student ac-
tivities in the exercise tool. The upload facility is a
handcoded component of RAP, and is thus excluded
from the script of RAP. The structured view follows
the syntactic structure of a script as implemented by
the script parser of the compiler. The compiler in-
cluding parser is coded in Haskell, which is a func-
tional programming language. The functional struc-
ture of a script in Haskell could easily be transposed
into a relational structure in Ampersand, because a
relation is less strict than a function. The view also
contains derivates from a script like conceptual di-
agrams, a diagnosis on the typing function(Michels
et al., 2011), or a report of rule violations. For ex-
ample, the source concept of a relation declaration
is a functional relation in the script of RAP, source :
Concept→Declaration. In the Haskell code of the
compiler, the data structure Declaration has an at-
tribute of type Concept to hold its source concept.
A compiler function on a script is implemented as
a functional relation from a script to a web location
where the compiler output is accessible. For exam-
ple, the script of RAP contains a relation to gener-
ate a functional specification from a script, gen fspec :
Script→FSpec.

4.3 Custom Data Access

An interface construct exists in the Ampersand lan-
guage to access the population of relations by means
of relation algebraic expressions. An interface is a
tree of labeled expressions where each node connects
a parent R and child S with a composition operator
R o

9 S. The interface provides an easy way to config-
ure data access with the full power of the relation al-
gebra. The relation algebra also has restrictions, for
instance numerical calculations are not possible. At-
tributes can be set to customize data access like who
may use an interface and which relations in an inter-
face can be altered with that interface.

We demonstrate how to configure an interface by
an example from RAP. The following interface is used
to generate a web page for students to view a context.
-1- INTERFACE "CONTEXT" FOR Student:I[Context]
-2- BOX ["name" : ctxnm
-3- ,"PATTERNs" : ctxpats
-4- ,"concepts" : ctxcs
-5- ,"ISA-relations" : ctxpats;ptgns
-6- ,"relations" : ctxpats;ptdcs
-7- ,"RULEs" : ctxpats;ptrls]

The text elements in double quotes are labels. The
text after a colon is an ASCII-encoded relation al-
gebraic expression. The first line defines a root
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node with the identity relation of a concept Context.
This means that the interface can be used to view
or alter relations of any instance of the domain of
the identity relation of Context. This interface is a
view-only interface, because the attribute to grant ac-
cess to edit certain relations in the interface is not
set. The optional FOR-attribute restricts usage of
this interface to a Student user only. Each instance
of Context represents a context C, that could have
been parsed from a script by the compiler. The
box of line 2 to 7 connects six sibling nodes to the
root by means of a composition operator. The re-
lation ctxnm : Context→ContextName holds the re-
lation of user-friendly names for a C. The relation
ctxpats : Context ∼ Pattern holds the relation to
patterns in the C. Patterns are syntactic containers
for rules, declarations and ISA-relations i.e. ptrls :
Pattern ∼ Rule, ptdcs : Pattern ∼ Declaration,
and ptgns : Pattern ∼ Gen. The relation ctxcs :
Context∼ Concept holds the relation to concepts in
the C.

4.4 Configure Layout

The layout of a web page generated from an interface
is configured in Cascading Style Sheets (CSS). These
web pages contain labels and textual data.

Little efforts were needed to customize the default
style sheets to suit RAP. We experienced that solu-
tions to improve the user experience and comfort are
more difficult to implement in a generated page than
in a hand coded page. But when such a solution is im-
plemented on a good design, then you can easily take
advantage of it in any page.

For example, RAP needs to display non-textual
data like images and handlers to execute parameter-
ized software functions. A view on a concept is in-
vented that allows the requirements engineer to com-
pose non-textual HTML elements based on instances
of a concept. For example instances of the concept
ConceptualDiagram are urls to actual images, which
are embedded in an HTML element to display images.
Likewise, all software functions on data in RAP are
encapsulated by the only manually coded web page
of RAP (index.php). RAP has a concept G refering to
the G in figure 1, which contains software functions to
compose HTML links to execute software like com-
piler functions. The Ampersand code below config-
ures a view on an instance of G.
VIEW G:
G(PRIMHTML

"<a href=’../../index.php?operation="
,operation ,PRIMHTML "&file="
,applyto;filepath ,applyto;filename
,PRIMHTML "’>" ,functionname
,PRIMHTML "</a>")

PRIMHTML becomes actual HTML on the gener-
ated web page. Functional relations with the in-
stance of G as a source fill the parameters of the
url. The relation operation : G→Operation relates
instances of G to an operation number. The rela-
tion applyto : G→Script relates instances of G to
the script to which the operation of G must be ap-
plied. The relations filepath : Script→FilePath and
filepath : Script→FilePath relate the script to a lo-
cation on a file system. The relation functionname :
G→String relates instances of G to a textual element
to click on in order to execute a software function.

4.5 Manage Measurements for
Research

The most prominent advantage of using RAP for mea-
surements in our experience is the documentation and
qualitity of input data. The quality of data in RAP is
high, because data is embedded in a formally defined
information structure. The information structure of
data has a clear and compliant relation with business
requirements, such that the purpose and meaning of
data can be documented and verified easily.

Measurements do not need to be part of the script
of RAP to use RAP as a data source for measure-
ments. This makes it easy to adapt to new measure-
ments, because no development efforts are required.
We do have added a univalent relation for each of our
measurements for studies to the script of RAP. Adding
a univalent relation is a small effort with hardly any
impact on RAP. A small advantage is gained because
measurements can be documented and managed in a
structured way. We have experienced control over our
measurements in their implementatation and use.

Measurements have been implemented as exten-
sions on the compiler and in spreadsheets.

5 CONCLUSIONS

In this paper we have presented an application of rule-
based design to obtain a development environment for
RAP.

Does RAP fulfill its purpose to facilitate teach-
ing Ampersand as well as research on that subject?
We have shown that the functional requirements for
RAP can be formalized by means of an Ampersand
script, such that RAP can be generated. Section 4
describes all the details of how RAP has been con-
structed. About 50 students per year have used RAP
to complete a design exercise which defines 80% of
the final grade of a master course on rule-based de-
sign. A first study has been accepted for publication
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(Michels and Joosten, 2013), which uses analytics
from RAP based on 52 students who have used RAP
in the period between April 2010 and May 2011. This
publication reports on six hypotheses based on those
analytics in order to explore the possibilities to study
student behaviour with RAP. From the above obser-
vations we conclude that:
• RAP has been generated with Ampersand;
• RAP is sufficiently practical for teaching and re-

search.
For further research we have planned to identify di-
dactical requirements for the exercise tool for stu-
dents. Current analytics in RAP will be taken into
account. The objective is to upgrade the ’sufficiently
practical exercise tool’ to a ’teaching exercise guide
for students’.

Has the application of Ampersand brought us
closer to understand how to teach Ampersand to mas-
ter students of computer science and business man-
agement? With the development environment of RAP
we created, we are ready to adopt RAP to new didacti-
cal insights and produce unambiguous analytics. Our
first study has produced preliminary results on how to
teach Ampersand. Thus, our research has progressed
due to the application of Ampersand because:
• with Ampersand we have created a responsive and

controlable environment for research;
• with Ampersand we could produce unambiguous

analytics to show that meaningful research with
RAP is feasible (Michels and Joosten, 2013).

The next step in research is to define didactical stud-
ies on how to teach Ampersand, which are based on
analytics in RAP.
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Abstract: This paper deals with the main principles forming the foundation of an imitation model of a multi-tenant 
database cluster — the concept of reliable and easy to use data storage for high load cloud applications with 
thousands of customers, based on ordinary relational database servers. The main architectural principles of 
cloud applications are discussed; some statistics about real multi-tenant cloud application is given. This 
statistics is interpreted to detect the key characteristics of a flow of queries. Basing on this interpretation, the 
architecture of the imitation model and the process of its development are described. 

1 INTRODUCTION 

The development of a cloud application throws a lot 
of architectural challenges to software engineers. 
One of such challenges is the problem of organizing 
the storage of data in the cloud with the requirement 
of high performance, fault-tolerance and reliable 
tenants’ data isolation from each other. At the 
moment these tasks are usually solved by designing 
an additional layer of application logic at the level of 
application servers. Such a technique is discussed in 
a lot of specialized papers for application developers 
and other IT-specialists (Chong et al., 2006a/b, 
Candan et al., 2009). There are also some projects of 
providing native multi-tenancy support at the level 
of a single database server (Schiller et al., 2011). 
This paper is devoted to the alternative concept of a 
multi-tenant database cluster which proposes the 
solution of the above problems at the level of a data 
storage subsystem. In particular, the key 
characteristics of the query flow are being studied 
basing on the statistics of an existing multi-tenant 
cloud application. The correlation between various 
parameters of a tenant and its query flow are studied. 
The process of the development of cluster imitation 
model is described and basic principles of the model 
architecture and mode of operation are highlighted. 

2 THE ARCHITECTURE OF THE 
MULTI-TENANT DATABASE 
CLUSTER 

A multi-tenant database cluster (Boytsov and Sokolov, 
2012) is a concept of data storage subsystem for 
cloud applications. It is an additional layer of 
abstraction over ordinary relational database servers 
with a single entry point which is used to provide the 
isolation of cloud application customers’ data, load-
balancing, routing of queries among servers and 
fault-tolerance. The main idea is to provide an 
application interface which has most in common 
with the interfaces of traditional RDBMS (relational 
database management system). At the moment a 
typical scenario of interaction with the cluster from 
the developer point of view is seen as the following: 

 
  Connect(TenantId,ReadWrite/ReadOnly); 
  SQL-commands 
  Disconnect(); 

 
A multi-tenant cluster consists of a set of 

ordinary database servers and specific control and 
query routing servers. 

The query routing server is a new element in a 
chain of interaction between application servers and 
database servers. This is the component application 
developers will deal with. In fact, this component of 
the system is just a kind of a proxy server which 
hides the details of the cluster structure, and whose 
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main purpose is to find an executor for a query and 
route the query to him as fast as possible. It makes a 
decision based on the map of a cluster. 

 

 
Figure 1: Multi-tenant database cluster architecture. 

It is important to note that a query routing server 
has a small choice of executors for each query. If the 
query implies data modification, there is no 
alternative than to route it to the master database of a 
tenant, because only their data modification is 
permitted. If the query is read-only, it can also be 
routed to a slave server, but in the general case there 
would be just one or two slaves for a given master, 
so even in this case the choice is very limited. 

The data distribution and load balancing server is 
the most important and complicated component of 
the system. Its main functions are: 
 initial distribution of tenants data among servers 

of a cluster during the system deployment or 
addition of new servers or tenants; 

 management of tenant data distribution, based on 
the collected statistics, including the creation of 
additional data copies and moving data to 
another server; 

 diagnosis of the system for the need of adding 
new computing nodes and storage devices; 

 managing the replication. 
This component of the system has the highest value 
since the performance of an application depends on 
the success of its work. 

3 ANALYSIS OF EXISTING 
APPLICATION 

Analysis of existing applications and their mode of 
operation is the first thing to study when designing 
an imitation model. In the context of the multi-tenant 
cluster theme the most interesting question is the 
characteristics of the query flow, since this 
component has the greatest impact on the results 

obtained during the modelling. As the multi-tenant 
cluster is a queuing system, the Poisson flow of 
events is a good basic model of a query flow. The 
key points to explore are: 
1. intensity distribution of incoming query flows 

among clients; 
2. presence or absence of dependency between an 

average time of query execution and 
characteristics of the client which this query 
belongs to; 

3. characteristics of a customer base; 
4. characteristics of customer base changes over 

time. 
Since questions 1 and 2 have a significant impact on 
the distribution of queries between servers thus 
making a decisive contribution to the assessment of 
the efficiency of load balancing across the cluster as 
a whole, they are very important. The answer to the 
fourth question will allow us to adequately simulate 
the dynamism inherent to all cloud systems and 
therefore offer an effective long-term data 
management strategy. 

There are many factors that possibly can affect 
parameters of a client query flow. At the initial stage 
of the study it was decided to take the size of the 
data that the client stores in the cloud as its key 
characteristic. The relationship between this 
parameter and the intensity of the query flow or an 
average time of query execution has been studied. 
The following assumptions seemed to be reasonable: 
1. the most of client schemas are approximately of 

the same size, but there are also significant (but 
rare) variations in both directions; 

2. client query flow intensity is directly dependent 
on the size of client data (the greater data the 
client has, the more often they are accessed); 

3. the query execution time is directly dependent on 
the size of client data (the greater data the client 
has, the more data are accessed by the average 
query, thus its execution time increases); 

4. client data size and activity smoothly change 
over time. 

The verification of the above assumptions has been 
performed on the basis of statistics and logs of the 
existing multi-tenant cloud application. This 
application is the online service that provides an 
electronic flow of documents and accounting. The 
diversity of offered services leads to the diversity of 
possible scenarios of interaction between a client 
and the application, thus making a complicated 
query flow. The application uses Postgres SQL 
server as its primary data storage. All management 
stuff is performed by a set of specialized services 
and routers. Currently, the cluster consists of about 
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database 60 servers and continues to grow. The 
statistics being investigated is incomplete and rather 
inaccurate due to the way it is collected. There is a 
dedicated service that is used to collect this statistics. 
It “wakes up” every 24 hours and processes logs of 
all application servers within the cluster, making 
conclusions about average values of key 
characteristics. Since this service is only able to 
analyse the entire client’s remote procedure call, 
which can consist of several SQL queries, it can not 
provide accurate data about the amount of queries 
and their execution time. Despite this fact the 
statistics allows to find out some notable trends 
since the most of remote procedure calls consist of a 
single SQL query. 

At first, the graph of clients’ data size 
distribution was built to better understand the 
characteristics of the application’s user base, that 
currently consists of about 40 000 clients. The most 
significant part of this graph is shown in Figure 2. 

 
Figure 2: Client data size distribution. 

The values on the horizontal axis correspond to 
the size of client’s database schema in megabytes. 
The values on the vertical axis correspond to the 
amount of clients with that data size. 

Here we can see that most clients of the 
application being studied (about 37000 of 40000) 
have a schema with 7-8 megabytes of data. The 
curve of clients data size distribution basically 
corresponds to the curve of lognormal distribution 
This means, that if we want to visualize dependency 
between the client data size and some other 
characteristics, it is better to use the logarithmic 
scale. 

To verify the correctness of assumptions 1 and 2, 
the data set containing 40 000 records with the 
format (client data size, total amount of queries for a 
week) was built and analysed. The graph that 
visualizes this data set is given below in Figure 3. 
The values on the horizontal axis correspond to the 
size of client data. The horizontal axis has the 
logarithmic scale and every next interval is about 1.5 
times longer than the previous one. The values on 
the vertical axis correspond to the average amount of 
queries from clients that fall into the corresponding 
interval.  

The analysis of the above data set confirmed 
assumptions 1 and 2 about the relationship between 
the data size and the client activity: the coefficient of 
correlation between the size of the client's schema 
and the number of client queries is about 0.7, which 
indicates a fairly strong correlation between these 
two values. 

At the next stage the assumption about the 
dependency between the average query execution 
time and the client data size was studied. Another 
data set with the format (client data size, average 
query execution time for the last 24 hours) with 
7500 records was built to confirm or reject this 
assumption. According to that data set, the 
coefficient of correlation between these two values 
equals to 0.03, that corresponds to a very weak 
dependency or its absence. This allows to throw 
away Assumption 3 as not confirmed. 

 

 
Figure 3: Dependency between the data size and the 
amount of queries. 

The above data set also allowed to build a graph 
of average query execution time distribution (Figure 
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4). The values on the horizontal axis correspond to 
an average query execution time in milliseconds, 
and the values on the vertical axis correspond to a 
number of clients with that average query execution 
time. The resulting curve basically corresponds to 
the curve of lognormal distribution.  

Another interesting point about the cloud 
application is the dynamics of users base grow. 

Unfortunately, the application studied is currently 
not very mature and goes through a phase of initial 
accumulation of a customer base. The dynamics of 
the total data size within the cluster is given in 
Figure 5, where the values on the horizontal axis 
correspond to a number of weeks and the values on 
the vertical axis correspond to the total size of client 
data in megabytes. 

4 THE IMITATION MODEL OF 
THE MULTI-TENANT 
CLUSTER 

The imitation model of the multi-tenant database 
cluster has been developed according to the analysis 
of the collected data. The model is a GUI application 
that runs under Linux OS. It was developed using Qt 

framework and C++ programming language. 
The model works in virtual discrete time from 

one event to another. There are the following main 
entities that can produce events: 
1. a query generator, including queries for creating 

of new tenants; 
2. database servers inside of the cluster – query 

execution finish events; 
3. a generator of failures – a special entity, which is 

used to simulate failures of cluster components. 
Models of other cluster subsystems are implemented 
according to an “observer” design pattern. That 
means that they are notified by the model core about 
all occurring events and are able to generate 
derivative events (for example, data replication 
queries after finishing the execution of primary data 
modification query at the client’s master server). A 
data distribution algorithm, in particular, is one of 
such observers that allow it to collect some statistics 
and analyse cluster performance for further 
optimization of its operation.  

The Poisson flow of events is the basic model 
used for the query generator. The flow intensity can 
be set in two ways: as a static value, representing the 
amount of queries per unit of model time or as a 
dynamic value depending on the amount of clients 
(for example, 0.05 queries per client per unit of 
model time). When the generator operates in the 
second mode, the total intensity of the flow is equal 
to the product of the total amount of clients by the 

Figure 4: Query execution time distribution.

Figure 5: Total data size dynamics. 
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value set that is it changes with a rise of the clients 
base. Every new query is supplied with a weight 
coefficient that affects the query execution time by 
the server. According to the above statistics these 
coefficients are distributed by the lognormal law and 
distribution parameters can be changed during the 
generator setup. 

Besides, the model is able to simulate server’s 
failures and a denial of service. For that purpose 
there is a special entity – the failure generator. Every 
server inside the cluster has a non-negative 
probability of its failure per unit of model time. If 
this probability is not equal to zero, then sooner or 
later the server stops to serve queries for some time. 
The time of server’s malfunctioning is determined 
by the distribution with parameters set by the user. 
This feature allows to research the cluster for fault-
tolerance. 

A lot of graphical reports on the cluster operation 
can be generated by the model (an average response 
time for the last 100 queries, a queue size at each 
server and a total queue size, a query flow 
distribution between servers and so on). These 
reports can be used to monitor a state of the model 
and to analyse trends in operation of the cluster. 

There is also a special mode of mass parallel 
simulation to collect statistics about characteristics 
of algorithms tested. When this mode is used, the 
predefined configuration of the cluster and the 
profile of query flow is tested in combination with 
the offered algorithms of query routing and data 
distribution. There are several special stop 
conditions that are used to indicate the completion of 
modelling (a period of time, a specified queue size at 
any server, a specified total queue size at the level of 
the entire cluster). Many identical experiments run 
in parallel. A complete statistics about the state of 
the cluster and the combination of the used 
algorithms are stored in resulting files by the model. 

5 CONCLUSIONS 

Some primitive algorithms of data distribution and 
query routing were developed for the model (the 
balancing of data size or the amount of clients per 
server). The early experiments with the model were 
devoted to analysing the efficiency of these 
algorithms. The study has shown that the usage of 
primitive strategies sometimes leads to the formation 
of query queues at some servers inside the cluster 
even when the actual intensity of the flow is less 
than the theoretical throughput. This effect is caused 
by a burst of client activity for some period of time. 

The formation of queues leads to a degradation of 
application performance from the point of view of 
the client whose data are stored by these servers. 
The above fact means that primitive strategies 
should not be used in the real production 
environment. Further study will be devoted to the 
model improvement and identification of key factors 
that influence the efficiency of the proposed cluster 
control system. 
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Abstract: The goal of this research is to develop a system that stores and displays visual analysis of measurements 
taken from pulse waves at the fingertip so that anyone can check their mental state including past 
information at any time and at any location. Furthermore, there is also the need to fully utilize the power of 
digital networks so that people and the people surrounding them are aware of such mental states. 

1 INTRODUCTION 

Up to now, it was said that living organisms must 
maintain homeostasis to maintain life. It was also 
thought that living organisms are capable of 
maintaining homeostasis due to the automatic 
control systems of the negative feedback 
mechanism. When applying vital signs that are 
directly associated with our lives such as the heart 
rate, respiration, blood pressure and body 
temperature to the concept of homeostasis, it can be 
said feedback is triggered to compensate any 
disturbance that causes certain values to deviate 
from their normal values, and the more stable these 
values are the more efficient the control systems of 
the living organism are functioning. But the 
heartbeat of a healthy person, for example, is never 
constant even if the person is in a relaxed state of 
mind. On the contrary, it fluctuates quite irregularly 
(heart rate variability). This also applies to the 
respiration, blood pressure, body temperature, etc. In 
fact, we know that there is less fluctuation of the 
heart rate among the elderly and individuals with 
medical conditions. The same can be observed in 
pulse waves. For this reason, there were continuous 
reports in the field of physiology around the mid-
1980’s indicating the possibility that such 
fluctuations including heart rate and brain waves are 
chaotic. Because no new knowledge could be gained 
when using the conventional method of linear 
analysis to analyze chaotic fluctuations, there was 
the need to analyze chaotic fluctuations using 

nonlinear methods. Recent advancements in 
computer processing speed and visualization 
capabilities have allowed us to analyze nonlinearly 
the chaotic properties of vital signs. Such 
technologies have opened new doors of 
understanding concerning information that was 
treated as error or simply unknown in the past to 
actually contain information that we wanted to know 
most. 

Psychologists in the past have tried to examine 
the mental state of people through trial and error by 
asking a series of questions as there was no way to 
read a human mind. But if accurate information can 
be obtained by directly measuring vital signs and 
performing nonlinear analysis, such information 
should be greatly effective in the field of psychology 
that relies on the rules of thumb. Those involved in 
brain research conducted large-scale experiments 
such as directly inserting electrodes into the brain or 
taking video images based on the principle that all 
information can be found in the brain. However, we 
can now check with relative ease the various states 
of the mind by examining the pulse waves at the 
fingertip which contains information of the central 
nervous system. We are now able to assess the state 
of the sympathetic and parasympathetic nerves from 
pulse waves taken from finger plethysmogram. 
Combined with the information gained from 
nonlinear analysis of pulse waves we can also obtain 
other types information such as moods, etc. Such 
understanding was gained through many 
psychological and biological tests. In recent years, 
there has been an increase in the number of suicides 
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resulting from depression as well as people causing 
social problems as the result of becoming mentally 
“high.” What kind of mental state are they in? We 
believe that a measurement device that allows us to 
check the various mental states of ourselves would 
contribute, to a certain degree, a safer and peaceful 
society. We also believe the need to develop a 
system so that people can check themselves in order 
to handle major issues in the increasingly complex 
human society such as how to rejuvenate people 
mentally incapable of fitting into society in the aging 
society where one in every four will be 65 years old 
or older, how to detect and deal at an early stage the 
bullying of children that has become a serious 
problem of communal life, etc. 

2 MEASUREMENT AND CHAOS 
ANALYSIS OF VITAL SIGNS  

2.1 Vital Signs and Chaos 

From the day we are born to the day we die, we 
humans continuously emit vital signs that fluctuate 
dynamically. Complex fluctuations are everywhere, 
including macroscopic fluctuations of life activities, 
the fluctuations of the heart and blood pressure, and 
the microscopic fluctuations on a molecular level. 
Such fluctuations, however, are neither constant 
fluctuations created mechanically nor fluctuations 
that are completely random. Living organisms 
fluctuate chaotically. Often times, chaos and random 
are interpreted to be the same. Unlike random, 
however, chaos has deterministic rules as shown in 
the diagram below. There are a number of ways to 
check whether a certain fluctuation is random or 
chaotic. One of these methods is to draw an 
attractor. Fig. 1 shows one of the methods for 
checking whether fluctuating data is random or 
chaotic. In the natural world, random and chaotic 
fluctuations exist outside constant, regular 
fluctuations. And it has already been established that 
pulse waves possess chaotic properties. 
 

 
Figure 1: Difference between chaos and random shown 
using an attractor. 

2.2 Measuring Pulse Waves from the 
Fingertip 

As shown in Fig. 2, pulse waves from a finger is 
taken by measuring the increase and decrease of 
hemoglobin flowing through the capillaries at the 
fingertip using an infrared sensor and then 
converting the obtained analog information to digital 
data for use in calculation. Other than a fingertip, the 
sensor can also take measurements from an earlobe 
or even a toe. However, the sensitivity of the left-
hand fingertip is especially suitable for measurement 
to synchronize with the blood flow from the heart.  
 

 
Figure 2: Measuring fingertip pulse waves. 

2.3 Chaos Attractor and Analysis of 
LLE (Largest Lyapunov Exponent) 

In order to create an attractor from fingertip pulse 
waves (hereafter just “pulse waves”) , embedding 
dimensions d and delay time (time delayed for 
embedding) τ must be determined using Takens’ 
embedding theorem. A good attractor cannot be 
drawn unless an appropriate value of τ is selected. If 
τ is too small, the value before delaying time τ and 
the value after delaying time τ will be almost the 
same, and the values will no longer be independent 
as the correlation is too strong. If τ is too large, 
phase relation information is lost as there will be no 
statistical correlation. Hence, there is the need to 
select the optimal delay time. Delay time is 
determined by continuously calculating nonlinear 
average mutual information (cross-correlation 
coefficient and delay time) to first find the smallest 
value of τ. 

Next, embedding dimensions d is found by 
incrementally increasing the number of dimensions 
starting from two using the G-P algorithm 
(correlation dimension method) until number of 
correlations within the attractor stops increasing. 
The trajectories of an attractor fluctuate along with 
time. Such fluctuation is referred to as the largest 
Lyapunov exponent, or LLE. In our research, we 
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conducted various psychological experiments by 
focusing our attention on the LLE. In order to assess 
what kind of information can be obtained from LLE, 
we created a mathematical model and conducted an 
experiment using general anesthesia. As a result, we 
were able to verify that LLE contains information of 
the central nervous system. 
 

 
Figure 3: Method of creating an attractor from pulse wave 
data. 

Fig. 4 shows the method for finding the largest 
Lyapunov exponent by calculating the fluctuations 
of the trajectories of an attractor over time.  

 
Figure 4: Finding the largest Lyapunov exponent (LLE). 

The LLE representing the instability of 
trajectories of an attractor is found by calculating the 
LLE from the attractor structured by 3,500 points, 
delaying 200 points, calculating the LLE structured 
by the next set of 3,500 points and repeating the 
process until pulse wave data ends. 43 Lyapunov 
exponents are calculated from one minute of 
measurement data consisting of 12,000 points. One 
LLE is calculated in the first 17 seconds and then 
one every second thereafter. The average LLE found 
from the total time of measurement and standard 
deviation are used as assessment values in analysis.  

2.4 Information That Can Be Acquired 
from Pulse Waves 

We have discussed that LLE gain be obtained from 
nonlinear analysis of pulse waves. But there was 

also the need to check what that information was 
telling us. We conducted a simulation using a power 
spectrum by synthesizing waves that incorporate 
various conditions including blood pressure, heart 
rate and respiration transmitted from multiple parts 
obtained from the biological  model  shown in Fig. 5 
and pulse waves. When running a simulation by 
entering formulas for the central nervous system, we 
found that the waveform of the mathematical model 
resembles the waveform created in the measurement 
test. This suggests that the mathematical model of 
pulse waves contain information of the central 
nervous system. 
 

 
Figure 5: Mathematical model for simulating pulse waves. 

The mathematical model was also verified in the 
experiment which examined the state of LLE during 
general anesthesia. If LLE contains information of 
the central nervous system, there should be a drop in 
the LLE when inducing general anesthesia. Fig. 6 
shows the state of LLE during general anesthesia 
from the start to the end of surgery of a patient 
diagnosed with rectal cancer. Although the 
fluctuation of LLE does not drop to zero since the 
heart is moving, there is a gradual decrease in the 
LLE at the start of general anesthesia. During 
general anesthesia, LLE drops drastically. And upon 
recovery, LLE starts to rise again. 

 
Figure 6: Changes in LLE during general anesthesia. 
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We were able to verify from the mathematical 
model and the general-anesthesia experiment that 
pulse waves are affected by the central nervous 
system. 

3 RELATIONSHIP BETWEEN 
LLE AND COGNITIVE 
PSYCHOLOGY 

Up to now, changes in the mental state of a human 
mind was never assessed numerically using 
biological information. Focusing on LLE obtained 
from nonlinear analysis of pulse waves, we 
conducted various experiments to study the 
relationship between LLE and dementia of the 
elderly, LLE and communication skills from view of 
the ADL index, LLE and error rate during work, 
LLE and daily variations of an employee as well as 
the cumulative fatigue index, LLE and changes in 
fluctuation over time between ages zero and five, 
LLE and the effects of a mother’s affection on 
children, etc. The results have allowed us to gain 
understanding that LLE is closely associated with 
the things we humans need to maintain a healthy 
state of mind including external adaptation 
capabilities regarding the environment and society, 
flexibility of the mind, self-motivation and harmony. 
LLE that defines the fluctuation of the trajectories of 
an attractor can be defined as chaotic fluctuations. In 
other words, a continuously low LLE, or prolonged 
state without fluctuation, can be defined in everyday 
life as a drop in the power to adapt to the outside 
world. On the contrary, continuously high LLE and 
large fluctuation suggest continuous extreme tension 
or stress, preventing one from maintaining a healthy 
mental state. For human beings, a healthy state is a 
state with constant fluctuation. We also believe that 
human emotions cause change in the fluctuation. 
Let’s look at a healthy mental state in contrast to 
physical immune strength. Normally, physical 
immune strength is said to be vital to maintain 
health. We human beings need physical immune 
strength to maintain our health. Drop in the immune 
strength can lead to various illnesses. In order to 
prevent this drop in physical immune strength 
(vitality), we eat carefully, rest, take medications 
and exercise to build up tolerance. On the other 
hand, what state defines the mind as healthy? Mental 
strength, such as the ability to communicate actively, 
motivation to live and the ability to tolerate the 
drastic changes in the outside world, is something 
extremely vital for the survival of mankind. If this is 

mental immune strength (vitality), there was no way 
to examine it using a scientific approach. Although 
mental immune strength is related to the vitality of 
human beings, it is basically a state of high or low 
and strong or weak. The mental immune strength is 
flexible and fluctuates constantly. A healthy state of 
mind is the ability to flexibly adapt to external 
changes with fluctuation. In other words, fluctuation 
of the LLE over time is critical to maintain mental 
health.  

Fig. 7 shows an attractor of a mentally healthy 
person and an attractor of a depressed patient. Notice 
that the fluctuation of the attractor of the depressed 
patient is extremely small. Fig. 8 shows an attractor 
of a patient with dementia. Both attractors were 
drawn using data taken from an elderly. It is clear 
that the fluctuation decreases as the severity of 
dementia increases. 
 

 
Attractor of                      Attractor of 

                    healthy subject              depressed patient 

Figure 7: Attractors of a healthy person and a 
depressedpatient (30-second measurement). 

 
Severity of dementia = 0     Severity of dementia = 4 

Figure 8: Elderly data. 

A continuously high state of LLE can also be 
observed during daily life when exposed to extreme 
tension or stress. A mentally healthy person can 
naturally relax after continuous exposure to extreme 
tension. This is because such person can lower the 
LLE to restore the fluctuation to a natural state. A 
person suffering from depression or an elderly with 
advanced dementia, on the other hand, will show a 
continuously low state of LLE. External adaptation 
is impossible in such state. In such case, there is the 
need for the person to examine his or her own 
changes in the LLE, learn from past states of LLE 
and allow the LLE to fluctuate by discovering 
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methods that are effective or communicating with 
surrounding people. It is important to know yourself 
before proceeding with hospitals and medical 
treatment.  

4 RELATIONSHIP BETWEEN 
LLE AND MENTAL HEARTH 

4.1 Analyzing the Severity of Dementia 
and Communication Skills using 
Chaos Analysis of Pulse Waves 
Taken from the Elderly 

Subjects: Measurements were taken from 179 
patients (male: 40, female: 139) at three nursing 
homes in Shiga Prefecture. 

Measurement period: August – November 2003. 
Measurement method: Three measurements of 

three minutes each were taken using finger 
plethysmogram. Measurements were taken while 
maintaining the subjects in a relaxed state in a room 
set at 25°C. Prior to the measurement of pulse 
waves, the maximal blood pressure, minimal blood 
pressure, pulse and body temperature were taken. 

Index: The relationship with LLE calculated 
from pulse waves was examined by utilizing data 
indicating the severity of dementia in five stages 
determined by a physician and ADL (3-level 
assessment) data consisting of seven items created 
by the care taker. 

Results: Significant relationship was observed 
between LLE and severity of dementia, as well as 
between LLE and communication skills. 
 

 
Figure 9: Relationship between LLE (vertical axis) and 
communication skills (left graph), and between LLE and 
severit of dementia (right graph). (Communication skills: 
3 levels of a, b, and c; severity of dementia: 0 – 4). 

The graph on the left shows significant drop in 
the LLE as the level of communication skills 
decreases. The graph on the right shows significant 
drop in the LLE as the severity of dementia 
progresses. 

Fig. 10 shows the results of measurements taken 
nine months following the first set of measurements. 
Results varied from patients having higher LLE than 

the first time to those with less LLE. From the 
results, we were able to confirm that the value of 
LLE fluctuates constantly. However, the patient that 
passed prior to the second measurement had the 
lowest LLE among the patients during the first 
measurement. Is this an indication of something 
significant? The results are deeply concerning. 

 
Figure 10: Results of LLE measurements taken nine 
months after. 

4.2 Relationship between Changes in 
LLE of Children and the Mother’s 
Affection 

Subjects: 242 children between zero and five years 
of age at daycare centers in Osaka and Himeji. 

Measurement period: January 2004 – March 
2005. 

Measurement method: Two measurements of a 
minute each were taken using finger plethysmogram. 
Measurements were taken while maintaining the 
subjects in a relaxed state in a room set at 25°C. 

Results: The LLE of children between zero and 
five is lower at the age of three when compared to 
the other ages. The results of verification show a 
significant relationship with a probability of 0.05%. 
 

 
Figure 11: Changes in LLE of children by age (242 
children). 
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The diagram show that the LLE is at its highest 
at the age of zero, followed by one and two, with 
three having the lowest value among all ages. The 
myth of the first three years has raised a question 
about the age of three as a global theme. It is highly 
significant that we were able to scientifically 
observe the trend using the LLE taken from pulse 
waves 

4.3 Relationship between the Pulse 
Waves of Company Employees 
and the Fatigue Index 

Depression among employees is becoming a social 
problem. We conducted an experiment examining 
the relationship between the LLE of company 
employees during the day and the fatigue index. 
From the fatigue index obtained through a series of 
questions, we were able to conclude that the drop in 
LLE was caused by “depressive state” and 
“anxiety.” The results are shown in Table 1. Note 
that “anxiety” and “depressive state” show a 
negative correlation of -0.7 or higher when 
compared to the LLE during work. In other words, 
low LLE during work suggests a depressive state or 
high anxiety. 

Table 1: Relationship between LLE of employees during 
the day and the fatigue index. 
  Drop in 

willpower 

Degree of 

anxiety 

Depressive 

state 

Accumulation 

  of fatigue 

Lyapunov 

exponent during 

the day 

Drop in willpower    0.7235 0.7539  0.7496  ‐0.6385

Degree of anxiety  0.7235  0.8455  0.9358  ‐0.7279

Depressive state  0.7539  0.8455   0.842  ‐0.7279

Accumulation of 

fatigue 
0.7496  0.9358 0.842    ‐0.6305

Lyapunov exponent 

during the day 
‐0.6385  ‐0.7279 ‐0.7014  ‐0.6305   

4.4 Relationship between LLE and 
Judgment and Operational Errors 
during Monitoring Work  

In order to conduct an experiment on human error, 
we developed a device that creates a virtual 
environment for performing monitoring work on a 
computer. In this experiment, we examined the 
relationship between LLE and the error rate. The 
results showed the low LLE causes an increase in 
the error rate. 
 

 
Figure 12: Relationship between LLE during monitoring 
work and error rate. 

4.5 Changes in LLE When Giving 
Birth 

Fig. 13 shows the results of examining the changes 
in LLE of seven pregnant women before and after 
giving birth (maternity clinic in Nara-shi). The LLE 
within 90 minutes of giving birth and the LLE 
within 90 minutes after giving birth were compared. 
The LLE prior to giving birth is significantly high  

 
Figure 13: Comparison of LLE before and after giving 
birth (both within 90 minutes). 

4.6 Relationship between LLE and 
Laughter 

It is often said that laughter is the best medicine. The 
diagram below shows the changes in LLE when 
watching and not watching a comedy video for five 
minutes. 

 
Figure 14: Changes in LLE when watching and not 
watching a comedy video. 
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From the various examples we have observed, 
we can summarize the LLE of a mentally healthy 
person as follows: 
 The LLE of a mentally healthy person fluctuates 

constantly within a certain range. Furthermore, 
the LLE changes unconsciously. 

 The LLE of a person suffering from depression 
or dementia is continuously low. 

 Continuously high LLE indicates extreme 
tension and stress, and at risk of losing mental 
balance. 

From the above, we can say that the mental state 
cannot be determined with single measurement of 
LLE. 

5 NECESSITY OF SELF-CHECK 
SYSTEM FOR MENTAL 
HEALTH 

5.1 Social Needs and Cautions 
concerning Measurements 

There are said to be more than 30,000 suicides per 
year in Japan. Although depression is not the only 
cause, depression is often times accompanied by an 
alternating cycle between depressive state and manic 
state. Severe manic state triggered by medication is 
said to be a cause for suicides. We believe that 
knowing your own state by measuring pulse waves 
as a means of self-control can be effective in 
preventing suicides. 

We know that Japan is on the way to an aging 
society, where one in every four persons will be 65 
years old or older in 2025. Some of the issues of 
aging are enormous medical costs and nursing costs 
that ultimately affect the lifestyles of individuals. 
What can we do to keep working energetically even 
when we age, or to make sure we do not put a 
burden on our family with dementia? These are all 
issues that we must take seriously. Currently, we are 
examining the effects that animal-assisted therapy, 
music therapy and life review have on 
communication and motor skills. We are also 
conducting experiments on LLE to see which 
methods are effective for rejuvenating the elderly. 
However, methods for improving the LLE will differ 
for each individual. But everyone is capable of 
improving their LLE. We believe that it is up to the 
individual to discover the best method. 

Judging from the above, we decided the need to 
develop a self-check system so that anyone can 

measure their LLE at any time and at any location. 
We developed a software program called Lyspect 
that measures not only the LLE from the pulse 
waves measured at the fingertip, but the state of 
sympathetic nerves, parasympathetic nerves and 
autonomic nerves, and the health of blood vessels. 
But in order to check past measurement records and 
to check your mental state based on the feedback of 
such information, there is the need for a database 
and the use of the Internet. 
 

 
Figure 15: Image of performing finger plethysmogram 
using a cell phone or smartphone, performing nonlinear 
analysis to calculate biological information such as the 
LLE, and saving the data in database and loading past 
records. 

6 INTRODUCTION OF LYSPECT 

We developed a software program capable of 
calculating and displaying the following by 
measuring pulse waves. Lyspect is capable of 
analyzing and display the three types of values with 
pulse waves as input data. 

Chaos analysis (calculation of LLE), vascular 
balance analysis, autonomic nerve balance analysis. 
The program is also capable of displaying LLE and 
HF/LF in real time by connecting a sensor. 

There are two types of Lyspect: the original 
Lyspect that can be used for research and 
Lyspecting, a simple version of the original. 

Fig. 16 shows the results of five measurements 
taken from a single person using Lyspecting, the 
simpler of the two. 
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Figure 16: Results displayed by Lespecting (5 
measurements). 

Fig. 17 shows the results of three measurements 
taken from a depressive patient. The LLE is 
constantly low and the autonomic nerve balance 
indicates that the sympathetic nerves are superior. 
 

 
Figure 17: Results of depressive patient displayed by 
Lyspect. 

We have also developed a software program that 
can be operated on android smartphones. 

7 INTRODUCTION OF LYSPECT  

We verified the deep relationship between human 
emotions and LLE calculated based on nonlinear 
analysis of the micro-fluctuations in pulse waves 
that contain chaotic properties by creating 
mathematical models and conducting experiments 
using general anesthesia. We have also developed a 
software program for analysis. Our challenge for the 
future is to develop a pulse wave sensor that any can 
easily use and afford. In order obtain data using a 
cell phone or smartphone, there is the need for the 
sensor to be small and light. Although we have 
succeeded in realizing a wireless and USB 
connection, we are requesting others to develop a 
sensor that is compact and user friendly. 

There is also the need to address security issues 

as biological information is handled. We believe we 
can resolve this issue by selecting the appropriate 
database management method and communication 
method. 
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Abstract: The purpose of this manner of research was to investigate the influence of food intake on the human body, 
by means of data showing the chaotic fluctuations of fingertip pulse wave, through the use of nonlinear 
analysis. For the measurement of the fingertip pulse wave, 5 types of meals were utilized, using both meals 
where a single person ate alone with no conversation, and meals where several persons ate and conversed, 
using water, hot soup, and cold soup, measurements were taken at various times (just before food intake, 
just after food intake, and 30 minutes after food intake). At result, with meal intake, there was a temporary 
and significant drop in LLE levels, followed by a rise in LLE when several persons ate and conversed. Most 
of the participants saw little change in levels after intake of cold soup, or water. With intake of hot soup, it 
was observed that a little climb in LLE levels 30 minutes after eating. Many people increased levels from 
heat stimulation of the sympathetic nerve, then afterward a decrease, and there is speculation that there is a 
kind of “relaxation effect”. It seems evident that partaking of warm food while in the company is a good 
practice. 

1 INTRODUCTION 

In regard to meals, one’s diet has a physical and 
emotional effect on maintenance of life activities, 
maintenance and quality of health, recovery from 
and prevention of disease, enjoyment of life, a sense 
of contentment, seasons of life, etc. Also, in societal 
relationships, communication and enjoyment of 
one’s family, cultural traditions, cultural aspects 
regarding ceremonial occasions, etc., diet has a large 
role and meaning, and is an essential part of daily 
human life. 

In recent years, in dual-income families, 
generally speaking, in relationship to daily lifestyle 
in society, eating alone, always eating the same food, 
unbalanced diet, dependence on “fast food”, etc., has 
become a real problem. Because of this, in 
kindergartens, elementary schools, and junior high 
schools, there has been an increased realization of 
the importance of “nutrition education”. In a survey 
(Shinohara 2012), where there is a great deal of 
instruction regarding proper diet, the effects of 
“concern for good eating”, “manners”, “rhythm of 
daily life”, “proper body weight”, “proper bowel 
movement”, etc., can be clearly seen. Where 
children are given good instruction in nutritional 
education, the importance of good diet has become 

very evident. Outside of activities to promote 
nutritional education, there has been an expansion of 
research in the following areas: studies involving the 
effect of food aroma (Kunieda 2011), research in 
improvement of dietary habits (Fujita 2012), studies 
regarding eating/swallowing disorders in nursing 
care facilities (Okada 2009).In addition, when 
measuring levels of Chromogranin A found in saliva, 
research showing the correlation between diet and 
relief from stress, as well as levels of Cortisol found 
in the bloodstream and levels of active NK cells 
reveal the level of enjoyment of meals, research into 
the influence of eating and exercise on the value of 
oxidation stress markers, and information regarding 
the value of diet on the living body can be observed. 

However, regarding the relationship of diet and 
brain activity, various research has been conducted 
where brain waves are measured in connection with 
food aroma (Sumiya 2007, Ishiguchi 2008), but 
there are only a few articles that deal with 
prevention of dementia in elderly persons by 
controlling diet, and research using information 
regarding how diet itself affects brain activity in 
living persons is lacking. By analyzing the 
fluctuation of the fingertip pulse wave, data  
regarding the effect of the Largest Lyapunov 
Exponent (LLE) index upon brain activity, as well as 
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information related to balance of the autonomic 
nerves can be obtained. By obtaining information on 
how eating cause fluctuation of the fingertip pulse 
wave, more understanding can be gained as to the 
influence of diet upon the human body. Knowledge 
regarding the meaning of human lifestyle and diet, 
obtained by data collected from these kinds of 
measurements is thought to be both objective and 
meaningful. Also, with Oyama and others, based on 
the outcome of advances in research by observing 
fluctuation of the fingertip pulse wave, information 
regarding brain activity has been newly obtained, 
and comparisons of fingertip pulse wave and its 
correlation to food intake have been observed. 

The purpose of this manner of research is to 
investigate the influence of food intake on the 
human body, by means of data showing the chaotic 
fluctuations of fingertip pulse wave, reflecting 
variations of brain activity, through the use of 
nonlinear analysis technique. 

2 METHOD OF STUDY 

2.1 About a Finger Pulse Wave and 
Calculation of Lyapunov Exponent 

By means of nonlinear analysis of data from 
fluctuations in fingertip pulse wave, it is possible to 
obtain a numerical value of “mental revitalization”, 
using the Largest Lyapunov Exponent index value. 
Using advanced research methods, effectiveness of 
various activities directed at mental health can be 
verified. Also, using data gathered from fluctuations 
of fingertip pulse wave, it is possible to determine 
autonomic nerve balance (whether the sympathetic 
nerve or parasympathetic nerve is dominant). 

Figure 1 shows the flow diagram showing the 
procedure from the measurement of pulse waves to 
calculation of the Lyapunov exponent (Oyama 
2006). To construct the attractor, we set a delay time 
and the number of embedding dimensions according 
to Tarkens theory. We used four embedding 
dimensions and a delay time of 50 msec. The figure 
on the right illustrates the method of embedding in 
three-dimensional phase space. Although effective 
information can be obtained from the shape of the 
four-dimensional attractor, we calculated the 
Lyapunov exponent, which is an index of trajectory 
instability and has a chaotic characteristic. (Figure 1) 

By measuring the fingertip pulse waves for one 
minute, 43 Lyapunov exponents are obtained. We 
compared each condition using an average of these 
values (Oyama 2007). 

 
Figure 1: Flow diagram showing the procedure from the 
measurement of pulse waves to calculation of the 
Lyapunov exponent. 

2.2 Method of Measurement 

2.2.1 Study Subject  

For this research, 20 students currently enrolled 
between the 2nd and 4th year of studies at “N” 
University were used. All of the participants were 
female, from 20 to 22 years of age. All were in 
generally good health, with no known mental or 
physical abnormalities. Before sampling fingertip 
pulse wave of the participants, vital signs (body 
temperature, heart rate, blood pressure) were 
measured each time, and no one showed any 
abnormal condition. The number of times the 
experiment was conducted varied according to food 
intake, from 1 to 5 times. In order to make 
comparisons regarding intake of water, hot soup, and 
cold soup, the same individuals were utilized. 

2.2.2 Study Location  

“N” University, located in “H” 

2.2.3 Study Period 

January, 2013 

2.2.4 Measurement Detail  

With each of the participants, personal data was 
collected and prior explanation of the experiment 
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was given, and care was given to insure adequate 
ethical treatment of those involved. In addition, a 
consent form was obtained from each participant, 
documenting their willing cooperation with the 
research. 

On the day of the experiment, each participant’s 
vital signs (body temperature, heart rate, blood 
pressure) were measured, and verification was made 
that there were no signs of unusual physical 
abnormality, prior to commencement of the 
experiment.  

For the measurement of the fingertip pulse wave, 
5 types of meals were utilized, using both meals 
where a single person ate alone with no conversation, 
and meals where several persons ate and conversed, 
using water, hot soup, and cold soup, measurements 
were taken before and after eating. At various times 
(just before food intake, just after food intake, and 
30 minutes after food intake), 3 different readings 
were taken. For obtaining the measurements, a 
chaotic Lyspect device was utilized. A cuff was used 
with the device, and placed on the tip of the 
participant’s right index finger, and each time a 
measurement was taken for 3 minutes. The subjects 
were asked to sit in an armchair, and rest their arm 
quietly on a table for the duration of the 
measurement. During measurement, the subjects 
were asked to not speak and maintain a quiet, 
unmoving position. A plan was followed where in a 
single experiment 5 people were observed and their 
readings were taken. In accordance with the 
measuring devices, the beginning of each 
experiment was carried every 5 minutes. 

For the environment used in taking the 
measurements, the subjects were asked to not 
communicate with one another, and a large, quiet 
room was used. The room temperature was 22 
degrees C. The participants were seated separately in 
armchairs at tables, and after taking the pre-
experiment readings were allowed to eat. After 
taking the reading immediately following the meal, 
the subjects were asked to sit quietly and look at 
picture books. In order to prevent any influence of 
written words on the body, picture books with no 
words made by artist Anno Mitsumasa were used 
exclusively. 

The room where the subjects ate while 
communicating was comparatively small, but was 
free of noise and the room temperature was 
maintained at approx. 22 degrees C. The participants 
sat around tables, and enjoyed pleasant conversation 
while eating the meal. 

The meal consisted of store-bought sandwiches 
and onion soup (150 ml.). The sandwich size was an 

amount such that the female college students were 
sufficiently full after eating. The hot and cold soups 
were store-bought creamed corn soup (180 ml.), and 
were consumed either after heating, or after taking 
directly from the refrigerator. 

Analysis of the experiments was conducted using 
Lyspect software on computer, but data regarding 
fluctuation of fingertip pulse wave was analyzed 
immediately using nonlinear analysis technique. 

3 RESULTS 

3.1 Meal Intake 

There were 10 participants who ate their meal alone, 
one person at a time. During the meal, there was no 
communication interaction with others. 5 individuals 
were 2 groups of 5 people, and the experiment was 
conducted 2 times. 

7 participants ate a meal with pleasant 
communication. One group consisted of 5 members, 
but due to absence of some members, so the 
remaining groups worked in pairs, conducting the 
experiment 2 times. 

3.1.1 LLE Index Values for Those Who Ate 
Alone 

1) 4 participants saw elevated LLE index levels 
immediately following the meal. Of this group, 3 
saw levels initially drop, and then rise again. And 1 
individual saw the LLE level climb gradually. 

      

Figure 2: No.3’s LLE. Figure 3: No.9’s LLE. 

2) 3 participants saw LLE index levels drop 
immediately following the meal. Of this group, 2 
saw levels gradually drop, and 1 person saw their 
level greatly increase and then decrease. 
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Figure 4: No.5’s LLE. Figure 5: No.7’s LLE. 

3) 3 participants saw either no change or only very 
slight changes in their LLE index level. 

      
Figure 6: No.6’s LLE. Figure 7: No.10’s LLE. 

3.1.2 LLE Index Values for Those Who Ate 
While Visiting with Others 

1) 4 individuals saw LLE index levels increase after 
the meal. Of this group, 3 people saw their levels 
increase after temporarily seeing a sharp decrease.  

      
Figure 8: No.16’s LLE. Figure 9: No.23’s LLE. 

2) 1 person showed almost no change in LLE index 
levels after the experiment. This person experienced 
a temporary rise and fall of the level, with the final 
level nearly equal to the original level. 
 

 
Figure 10: No.15’s LLE. 

3) 2 participants saw LLE index levels drop. 
However, they saw a large drop and then a large 
increase in the levels, and while there was a great 
fluctuation, the final level was nearly the same as 
before the experiment began.  

      
Figure 11: No.13’s LLE. Figure 12: No.22’s LLE. 

4) 5 individuals saw their LLE levels rise after 
completing the meal. Only 1 person saw their level 
decrease immediately after eating, and only one 
person saw nearly no change to their level. 

There was a marked result in that many saw very 
little fluctuation of their fingertip pulse wave. 

3.1.3 Autonomic Nerve Balance Levels after 
Meal Intake 

There were many individuals who saw rise in 
sympathetic nerve activity immediately following 
food intake. Among 17 participants, 13 experienced 
this. By chewing food and movement of the jaws, 
and by intake of warm food, it is thought that 
sympathetic nerve activity was stimulated. This is 
attributed to increased nervousness and bodily 
activity. Athletes experience the same kind of thing 
when they chew gum. 
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Figure 13: Autonomic nerve balance following food 
intake. 

Among 17 participants, 11 people saw a 
mountain-shaped drop in levels 30 minutes after 
food intake. That is, immediately following food 
intake there was a temporary dominance of 
sympathetic nerve activity, and then with the start of 
digestion, within 30 minutes there was a shift to 
dominance of the parasympathetic nerve activity. 
 

 
Figure 14: Autonomic nerve balance 30minutes after food 
intake. 

3.2 Intake of Hot Soup 

There were 13 participants who ate hot soup. Groups 
of 3-5 members were formed for the experiment. 

3.2.1 LLE after Hot Soup Intake 

1) 8 people showed little change (nearly flat reading 
on chart) 

      
Figure 15: No.3’s LLE. Figure 16: No.4’s LLE. 

      
Figure 17: No’s LLE. Figure 18: No’s LLE. 

2) 3 people showed a slight increase (no decrease 
after eating) 

      
Figure 19: No.2’s LLE. Figure 20: No.11’s LLE. 

3) 2 people showed a marked decrease, then an 
increase (of these, 1 person’s final reading was lower 
than start) 

3.2.2 Autonomic Nerve Balance Levels after 
Hot Soup Intake 

1) 8 people showed sympathetic nerve increased 
activity immediately following meal (marked 
increase) 

       
Figure 21: No.6, 11 and18’s autonomic nerve balance. 

2) 7 people showed a mountain-shaped increase, 
then decrease of autonomic nerve balance. 
3) 4 people showed sympathetic nerve decreased 
activity immediately following meal 
4) 1 person showed no change 
Warm drinks (hot milk, etc.) will cause drowsiness 
with some people. 
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3.3 Intake of Cold Soup 

13 individuals drank cold soup, and measured their 
fingertip pulse wave before and after the meal. 

3.3.1 LLE after Cold Soup Intake  

1) Out of 13 people, 8 people showed little change in 
readings before, immediately after, and 30 minutes 
after food intake. 

      
Figure 22: No.1’s LLE. Figure 23: No.3’s LLE. 

      
Figure 24: No.4’s LLE. Figure 25: No.14’s LLE. 

2) 3 people showed an increase in LLE. 
3) 1 person showed a temporary rise in LLE, 
followed by a decrease, and then a return to the same 
level as before the meal. 
4) 1 person showed a temporary rise in LLE, 
followed by a decrease to a level lower than before 
the meal.  

As with eating meals and drinking hot soup, 
there was not one case where a person saw a 
temporary drop in LLE followed by a large rise. 

3.3.2 Autonomic Nerve Balance Levels after 
Cold Soup Intake 

1) 8 persons showed a decrease in levels in the 
period from before the meal until 30 minutes 
afterward (when the 3rd reading was taken). 
2)  Among these, 6 people saw a steady decrease in 
levels from immediately after eating until 30 
minutes later, and 2 people saw levels temporarily 
rise sharply, followed by a decrease to lower than 
original levels. 

3) 2 people saw increased levels after the 
experiment. 
4) 2 people saw little change in levels.  
The body temperature may decrease. 
 

 
Figure 26: The change of autonomic nerve balance after 
cold soup intake. 

3.4 Intake of Water 

12 individuals took readings of their fingertip pulse 
wave before and after drinking water. 

3.4.1 LLE after Water Intake 

1) From 12 people who took readings before, 
immediately after, and 30 minutes after drinking 
water, 5 persons showed little change in LLE levels  

       
Figure 27: No.4, 14 and18’s LLE. 

2) 4 people showed an increase in LLE levels. 
Among these, 3 people saw an immediate rise, and 1 
person saw a temporary drop in LLE, followed by an 
increase. 
3)   3 people saw an immediate drop in LLE levels. 

3.4.2 Autonomic Nerve Balance Levels after 
Water Intake 

1) 5 people experienced an increase in comparison 
of readings before water intake (1st reading), and 30 
minutes after water intake (3rd reading). 
2) Among these, 3 people showed a temporary 
decrease in levels just after water intake, followed 
by an increase. 2 people saw an immediate rise in 
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levels. 1 person saw an initial rise, followed by a 
decrease. 
3) 5 people saw a decrease in comparison of 
readings before water intake (1st reading), and 30 
minutes after water intake (3rd reading). 
4) Among these, 3 people saw a temporary slight 
rise in levels immediately following water intake, 
and then a drop to levels lower than before intake. 2 
people saw a drop in levels, followed by an increase 
to a back to a level lower than at the beginning.  
5) 1 person saw only a slight change in their levels. 
6)- All told, the split between people who saw a rise 
after water intake, and those who saw a drop was 
50/50.  
 

 
Figure 28: Change of ANB after water intake. 

Because of cold soup and corn pottage, and 
because of long periods of time where the stomach 
was in a cold condition, it is considered that this is 
why there was a small proportion of persons whose 
levels rose 30 minutes after food intake. In the case 
of water, it is thought that this is due to absorption of 
the water within 15 minutes of intake. 

4 CONCLUSIONS 

With food intake, the frequent pattern was that 
immediately following a meal, there was a 
temporary and significant drop in LLE levels, 
followed by a rise in LLE. Most of the participants 
saw little change in levels immediately after intake 
of hot soup, cold soup, or water. By observing this 
only, it was learned that meals have a significant 
influence on the body. When well-chewed food 
enters the stomach, it appears that the brain’s natural 
response is to trigger a “digestion” bodily activity, 
and due to a change in blood flow, it is thought that 
the LLE level, which indicates temporary brain 
activity, is lowered. It has been verified that LLE 
shows the adaptability of the outer portion of the 
mind, however, “immediately following food 

intake” centers on the act of eating, so it is 
understood to be a natural result that LLE adaptation 
in the outer portions become less.  Therefore, when a 
major activity is being undertaken, before a test, 
ensuring that participants do not have a full stomach 
is considered the appropriate means, and is verified 
by bodily information. However, in the group where 
several people enjoyed a meal and afterward had 
enjoyable conversation together, LLE levels in 
everyone increased, and participants’ sense of 
awareness was also much enjoyed. When 
considering that these participants’ felt the food was 
delicious and were totally satisfied, it was realized 
that it is desirable to enjoy meals with close friends 
or family, and even though LLE levels immediately 
following eating were low, after this there was a 
great shift with LLE levels increasing, and an 
increase of mental activity. 

Regarding results immediately following food 
intake, it was observed that many individuals saw 
the sympathetic nerve become dominant. However, 
as mentioned above, movement of the mouth and 
chewing activity is considered to cause a sharp 
increase in sympathetic nerve activity. In order to 
see parasympathetic nerve domination within 30 
minutes of eating, activity like making the mouth 
move by chewing gum is thought to be effective. For 
this study, because the setting involved food intake, 
the phenomenon of decreased LLE levels 
immediately following food intake was seen, but 
there is a great interest to verify what effect simply 
chewing of food has on LLE levels.  From the 
results of this survey, since it was observed that 
following food intake the parasympathetic nerve 
became dominant, it is obvious that, as expected, 
“rest from food” becomes necessary. Hypothetically, 
predicting that food intake has a healthy effect on 
the mind, it was possible to predict that after food 
intake LLE levels would rise. However, it was 
observed that initially LLE levels dropped before 
rising, and following the meal parasympathetic 
nerve activity and digestion activity commenced, 
and it was observed that resumption of work 
activities while the body experienced rest from food 
was appropriate. It is obvious that the activity of 
eating food is a significant source of work in 
humans, and an important activity in daily life 

However, for participants of the group who took 
their meals alone, there were many cases where LLE 
levels either immediately lowered, or had very little 
fluctuation. This group included individuals who 
always were relaxed while eating and then became 
drowsy, and were aware of the effect of eating. In 
this way, it could be observed that there are varying 
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levels of awareness as to the effects of eating on the 
body, and that for about 30 minutes after food 
intake, many people experience mental fatigue. 

With intake of only small amounts of soup, LLE 
levels fluctuated very little. However, with intake of 
hot soup, it was observed that a significant number 
of participants who initially experienced little LLE 
fluctuation did see a climb in LLE levels 30 minutes 
after eating. Many people increased levels from heat 
stimulation of the sympathetic nerve, then afterward 
a decrease, and there is speculation that there is a 
kind of “relaxation effect” that they experienced. It 
seems that if a person wishes to be calm and relaxed, 
drinking something warm is effective. Similar to the 
fast absorption of plain warm water, for this 
experiment we used pottage soup, warm milk, kudzu 
starch gruel, etc., and it seems that hot beverages for 
comparatively long times in the stomach are 
beneficial.  

Regarding intake of cold food, since it appears 
that there are many people whose LLE levels and 
autonomic nerve balance see little variation, it is 
thought that rather than cold food, hot food has a 
better effect on the body. 

For participants who drank water and after 30 
minutes saw a rise in sympathetic nerve dominance, 
it is believed that the result of seeing low levels after 
taking cold pottage soup is due to the fact that 
absorption of the liquids is rapid.  

From these results, it seems evident that 
partaking of warm food while in the company of 
friends or family is a good practice. In Japanese 
society, the recent and rapid increase of young 
people and elderly who live alone and eat cold food 
appears to be a hindrance to overall health of the 
mind and body, and adversely affects quality of life. 
It seems obvious that eating of meals and good 
nutrition are very necessary for QOL (Quality of 
Life), and that this has been verified by the readings 
measured in the human body during this experiment.  

In the future, it seems apparent that more 
research should be done to investigate the effects of 
what occurs when one eats food that is liked, what is 
the optimum environment and time for meals, as 
well as other variables. 
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Abstract: The paper describes the use of doctor-patient interaction in order to design a spoken dialogue system. In
this paper we analyze doctor and patient information seeking and information provision behavior. In our
experiments we found a difference in information seeking and information provisioning behavior of doctors
and patients, although statistically not significant. We identify some important roles that can be used as a
springboard to design a spoken dialogue system. Finally, we conclude that analyzing face-to-face doctor-
patient interaction can serve as an effective starting point to design spoken medical dialogues.

1 INTRODUCTION

Speech is one of the most effective means of commu-
nication for humans. It plays a great role especially
in man-machine interactions. Speech is natural and
the vast majority of humans are already fluent in us-
ing it for interpersonal communication. In the last two
decades there have been a lot of advances in the appli-
cation of spoken dialogue systems in different areas:
academia, military, and telecom companies. A dia-
logue system is one of the promising applications of
speech recognition and natural language processing.
Spoken language interaction with computers has be-
come a practical possibility both in scientific as well
as in commercial terms.

Spoken dialogue systems can be viewed as an
advanced application of spoken language technol-
ogy. Spoken dialogue systems provide an inter-
face between the user and a computer based ap-
plication that permits spoken interaction with the
application relatively in a natural manner (McTear,
2002). Fraser 1997, cited by (McTear, 2002), de-
fines spoken dialogue system as ”computer systems
with which humans interact on turn-by-turn basis and
in which spoken natural language plays an important
role in the communication”. Spoken dialogue sys-
tems enable semi-literate and illiterate users to inter-
act with a complex application in a natural way using
speech. Current spoken dialogue or/and IVR (Inter-
active Voice Response) systems restrict users in what
way they can say and how they can say it. However,
users of speech-based dialogue systems often do not

know exactly what information they require or how to
obtain it- they require the support of the dialogue sys-
tem to determine their precise requirement (a system
directed dialogue). For this reason, it is essential that
the spoken dialogue system is be able to engage users
in the dialogue rather than simply respond to prede-
termined spoken commands.

The propelling factor of this study is the adoption
and application of speech technology and its impact
on the healthcare sector in developing countries where
a significant number of the population is illiterate or
semi-literate. In this paper we analyze the doctor-
patient conversation in order to find out if we can
emulate the methods and techniques used in the con-
versation to design medical spoken dialogue system
that can be accessed easily by non-educated or semi-
educated population with the objective of searching
health information remotely.

Nowadays, mobile becomes an appropriate
medium to minimize the burden of healthcare in de-
veloping countries. Several researchers, for exam-
ple (Black et al., 2009; Bickmore and Giorgino, 2006;
Foster, 2011), are engaged in mobile based applica-
tions such as mHealth, mLearning, mBanking, mA-
griculture etc. The expansion of the mobile network
and the increment of mobile phone users in Ethiopia
provide a fertile ground to adopt and implement mo-
bile based healthcare applications. Designing a med-
ical dialogue alike doctor-patient interaction is very
cumbersome, the advancement of speech recogni-
tion requires another level to fully understand human
speech. It requires at least to design and develop a
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medical dialogue system resembling human-like con-
versation to reduce the error of speech recognition.
Our main motivation is to understand whether face-
to-face doctor-patient interaction plays a vital role in
designing human-like medical spoken dialogue sys-
tem for the healthcare domain in the case of Ethiopia
using Amharic language. To the best of our knowl-
edge this is the first study that not only analyzes the
doctor-patient conversation but also designs and mod-
els a medical dialogue system in the case of Ethiopia.

In this paper we address the following question: Is
it possible to design a spoken medical dialogue sys-
tem based on doctor-patient face-to-face conversation
in the diagnosis process? The paper is organized as
follows. The state of the art of medical dialogue sys-
tems is discussed in section 2. The analysis of the ex-
periment is presented in section 3. Section 4 explains
the proposed spoken dialogue system. Finally, section
5 concludes the paper and gives future directions.

2 SPOKEN DIALOGUE SYSTEMS
IN HEALTHCARE

The healthcare domain has gleaned the benefits of the
advancements of Information Communication Tech-
nology. During the last two decades, these interfaces
have been adopted as part of tele-medicine technolo-
gies (Bickmore et al., 2006; Bickmore and Giorgino,
2006), which enable the delivery of a variety of med-
ical services to sites that are at a long distance from
providers.

The ultimate goal of a dialogue system is to pro-
vide health information for stakeholders primarily us-
ing spoken dialogue. Such a system can be used
for a wide range of applications including: patients
self-treatment and management, disease remote mon-
itoring, diagnosis, health education etc. In line to
this Bickmore and Giorgino ((Bickmore et al., 2006))
say that automated dialogue systems are increas-
ingly being used in healthcare to provide informa-
tion, advice, counseling, disease monitoring, clinical
problem identification, as well as enhancing patient-
provider communication.

However, a dialogue system in the healthcare do-
main is not without challenges. Clinical practice or-
dains complicated guidelines, ontologies and proce-
dures. This makes the dialogue system more com-
plex and cumbersome to handle. Bickmore and
Giorgino also mention some of the challenges of spo-
ken medical dialogue system: criticality (emergency
cases), confidentiality (privacy such as HIV/AIDS
regimen etc.) and mixed initiatives (patient-centered
vs. system-centered). They point out that incorpo-

rating medical and behavioral ontologies and deep
knowledge of health communication strategies are
very important for further development of medical di-
alogue systems.

Bickmore and Giorgino argue that face-to-face
communication together with written instructions re-
mains one of the best methods for communicating
health information to patients with low literacy level.
They report that face-to-face consultation is effective
because providers can use verbal and nonverbal be-
havior, such as head nods, hand gesture, eye gaze
cues and facial displays to communicate factual in-
formation to patients, as well as to communicate em-
pathy and immediacy to elicit patient trust. Accord-
ing to Durling and Lumsden ((Durling and Lumsden,
2008)) a spoken dialogue takes half the time needed
to achieve the same task using keyboard and mouse,
regardless of the participant’s ability to correct their
input. By highlighting the business side of speech
recognition in healthcare, Parente et al., cited by Durl-
ing and Lumsden, show that, in their opinion, the
adoption of speech technology is worthwhile. The use
of speech recognition has, in fact, seen the most suc-
cessful adoption in the healthcare domain.

2.1 Diagnosis Systems

Diagnosis, according to Webster’s dictionary,is the
act or process of deciding the nature of disease or
a problem by examining symptoms. In the medical
domain, many diagnosis systems are proposed and
used such as decision support systems, agent based
systems, and intelligent systems (fuzzy logic, expert
system, neural networks and the like). Mobile diag-
nostic technology is a relatively new concept in tele-
medicine. As suggested by the term itself, it involves
two key characteristics: mobility and remote diagno-
sis (Celi et al., 2009). The aim of using mobile tech-
nologies for healthcare is to support the patients out-
side of the medical and/or home environment.

2.2 Doctor-Patient Face-to-Face
Interaction

The main goal of a doctor-patient conversation is a
focused gathering with a common goal pursued by
its participants. Typically, a patient visits a doctor
with the purpose to be relieved from feeling unwell
possibly caused by an illness; the doctor’s purpose
of the interaction with the patient also is to relieve
the patient. When both parties appear to fail to com-
prehend or understand each other’s goal, the interac-
tion may be dysfunctional. Studying and analyzing
the doctor-patient interaction helps to convey empa-
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thy and obtain a trusted spoken dialogue system, es-
pecially when used by the semi-literate and illiterate
rural people. The analysis should help to design a
full-fledged medical dialogue system. As we pointed
out in the previous sections, the main idea here is not
to analyze the effectiveness and efficiency of the face-
to-face doctor-patient interaction but rather the impli-
cations towards designing and modeling ’human-like’
medical dialogue system.

A good interaction and a quality relationship be-
tween doctors and their patients is now widely rec-
ognized as a key factor in improving not only patient
satisfaction but also treatment outcomes across a wide
range of healthcare disciplines. The use of specific
doctor communication skills has been associated with
improved adherence regimens, improved psycholog-
ical outcomes, more detailed medical histories and
fewer malpractice suits, in addition to increase patient
satisfaction (Bickmore et al., 2005). Doctor’s listen-
ing behavior is a necessary ingredient for an interac-
tion in which patients are describing and expressing
themselves freely and openly (Nevile, 2006).

To test the doctor’s listening behavior, the rela-
tive frequency of each category of information seek-
ing and information giving behavior is calculated for
the doctor-patient interactions, representing the num-
ber of dialogue acts in any particular category as a
proportion of the total number of dialogue acts made
by the speaker. A relative frequency of medical topics
addressed in every interaction is calculated for all in-
teractions. The doctor as a facilitator of doctor-patient
interaction should demonstrate a high frequency of
supportive and encouraging behavior in the presence
or absence of patient desired behavior. Even though
a patient’s characteristics are very important to the
quality of interaction, the doctor’s facilitating behav-
ior is essential since it allows patients either to express
themselves or to repress (Nevile, 2006).

3 FINDING CULTURAL
DEPENDENCIES

Information seeking behavior includes seeking infor-
mation about medical topics. Direct, assertive and
embedded question types are posed by both parties.
On the other hand, information provisioning or in-
formation giving is providing a direct answer to a
question, elaborating the question by providing sup-
plementary information and deviating or changing the
topics of the interaction without prompting from the
interacting partner.

In this study we group the doctor-patient conver-
sation into two categories: information seeking be-

havior and information provisioning behavior. Infor-
mation seeking consists of utterances about informa-
tion gathering, checking and cueing. Information pro-
visioning contains utterances dealing with explana-
tion, confirmation, and giving instructions. Both in-
formation seeking and information provisioning are
analyzed against medical topics: illness, symptoms,
diagnosis, treatment, exam/test and history (medical
history) for both doctor and patient.

In the analysis we remove backchannels.
Backchannels contain, greetings, and acknowledg-
ment that carry little information value for healthcare
doctors and patients. Removing backchannels should
not affect the quality of information obtained from
the interaction. We use a two-way ANOVA (Analysis
of Variance) to see the difference between doctor
and patient in the two criteria and medical topics
or themes. Additionally, we check the number of
questions posed by doctors and patients. Finally, we
analyze the overall interaction process.

3.1 Methodology

The focus of this research is to design a spoken med-
ical dialogue system on the basis of doctor-patient
face-to-face interactions, to understand the weak and
strong side of the interaction and to utilize actions
taken place during the interaction. We have con-
ducted a number of observational studies in which we
recorded the interaction between patients and health
professionals. Based on these observations we de-
sign the content of the conversation including ques-
tion and declarative statements, the order of presen-
tation of content, how a system responds to ques-
tions and words, sentence structure and tone used, to
closely match the user expectations of what a health
professional might ask, respond and sound like. In-
depth interview studies show that this is perceived by
patients as a successful conversation (Migneault et al.,
2006).

The doctor-patient interactions are analyzed as
follows. We classify the elicitation process based on
semantic entities as shown in figure 1, leading to the
following topics: (i) Illness, (ii) Symptoms, (iii) Di-
agnosis, (iv) Previous Treatment, (v) Current Treat-
ment and (vi) Exam. Questions and Explanations
are targeted towards the following variables proposed
by (Nowak, 2011): (i) information, (ii) confirmation,
(iii) checking, (iv) explanation, (v) cue and (vi) giving
instruction.

First we address the efforts taken by both doc-
tor and patient to identify problems and attempting
to recommend. This includes the process of elicita-
tion (information gathering), explanation, confirma-
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Figure 1: Semantic Entities of Doctor-patient conversation.

tion, checking, cue and giving instruction. We tran-
scribed the audio recordings manually and tabulating
into three categories: Information elicitation or infor-
mation seeking and information provisioning or (in-
formation giving) in the case of the doctor and the
patient in the interaction. We analyzed 29 conversa-
tions done by 4 doctors and 29 patients among 50
patients. We chose only patients coming for diag-
nostic purposes and ignored follow-up patients since
it doesn’t include the elicitation criteria (information
gathering/seeking and information provisioning) and
medical topics (illness, symptoms, diagnosis, treat-
ment, exam/test and history) for diagnostic purpose.

3.2 Results

We have collected data to find out how, in the
Ethiopian context, patients elicit information during
a doctor-patient conversation. Therefore we have
audio-taped 50 real doctor-patient interactions. The
conversations took 6-7 minutes on average. The sta-
tistical analysis of the face-to-face doctor-patient in-
teraction has resulted in the following findings. Out
of 29 medical interactions, comprising of 442 turns,
171 (38%) turns classified as Information gathering,
167 (38%) utterances are uttered by doctors to elicit
health information and only 4 (1%) of the utterances
are uttered by the patients. Table 1 shows the break-
down of the doctor contributions to the doctor-patient
interactions into (variable, topic) combinations. Table
2 shows this breakdown for the patient contributions.
We may interpret this table as an estimator for prob-
abilities as Prob (v—t, a) for variable v, topic t and
actor a (either doctor or patient).

Table 1: Doctor utterances in medical information elicita-
tion process in face-to-face interaction.

Illn Smpt Diag P.Tr C.Tr Exam Hist Total
Information 34 110 9 5 0 1 8 167
Confirmation 0 2 0 0 0 0 0 2
Checking 1 5 9 8 1 4 1 29
Explanation 6 4 9 3 1 5 0 28
Cue 2 1 2 0 1 0 1 7
Instruction 0 0 3 1 0 5 2 11
Total 43 122 32 17 3 15 12 244

Our first conclusion is that the interaction is
mainly led by the doctor. The first dialogue act is a

Table 2: Patient utterances in medical information request
in the face-to-face diagnosis processes.

Illn Smpt Diag P.Tr C.Tr Exam Hist Total
Information 1 2 0 0 0 1 0 4
Confirmation 6 36 1 4 2 2 1 52
Checking 0 28 2 2 0 0 2 34
Explanation 12 76 5 6 0 1 3 103
Cue 0 0 4 1 0 0 0 5
Instruction 0 0 0 0 0 0 0 10
Total 19 142 12 13 2 4 6 198

question posed by the doctor like ’How are you feel-
ing?’. Then the patient explains complaints or feel-
ings (s)he has. The doctor then will ask additional
questions to identify causes, symptoms, and illnesses.

Table 3 and 4 show information seeking and in-
formation provision of doctors and patients. We see
that information seeking behavior of doctors (46%)
is higher than that of patients (10%). Whereas, pa-
tients’ information provisioning behavior (35%) is
much higher than doctors’ (9%). Besides, symp-
toms 60%, illness 14%, diagnosis 10%, treatment 8%,
exam test and history 4% are addressed. In these
doctor-patient interactions the medical topic has been
given much attention during information seeking and
information provision (about 122 turns used by the
doctor for information seeking and 142 turns by pa-
tients to reply the questions posed by the doctor about
the symptoms). The most prominent divergence ap-
pears in the fact that doctors most frequently initiated
questions targeted towards information (68%), much
less frequently towards checking (12%), and even less
frequently towards explanation (11%), giving instruc-
tion (5%), cue (3%) and conformation (1%). The pa-
tients merely were answering the questions posed by
the doctor.

Table 3: Information seeking and information provision be-
havior of Patient.

Illn Smpt Diag P.Tr C.Tr Exam Hist Total
InfoSeek 1 30 2 2 0 1 2 38
InfoProv 18 112 10 11 2 3 4 160

Table 4: Information seeking and information provision be-
havior of doctor.

Illn Smpt Diag P.Tr C.Tr Exam Hist Total
InfoSeek 35 115 21 14 1 10 11 207
InfoProv 8 7 11 3 2 5 1 37

3.3 Discussion

As discussed in the preceding section, turn taking is a
dialogue act. A turn is defined as speaking without in-
terruption. From the doctor-patient audio recordings
we found that the number of turns of doctors is 276
and 238 of the patients. This figure indicates that the
doctor speaks in long turns 56% over patients 46%.
In general, patients talk less than doctors and most
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of their interaction is in the form of giving informa-
tion in response to doctor questions. Many studies in-
dicate that doctor’s dialogue acts encourage patients
to discuss their opinions, express feelings, ask ques-
tions, and participate in decision making. This helps
the doctor to more accurately understand the patient’s
goals, interests, and concerns as well allows the doc-
tors to better align his conversation/interaction with
the patient’s agenda (Goold and Lipkin, 1999; Ver-
linde et al., 2012). On the contrary, some studies re-
port that doctors often underestimate patients’ desire
for information, while overestimating their medical
knowledge (Bickmore et al., 2006). Thus, allowing
patients to ask questions, express concerns and state
preference helps the doctor to infer matters that are
important to patients in relation to their compliance.

Our findings show that the dialogue is initiated
by the doctor in order to seek information about the
patients health compliance and illnesses. Moreover,
the dialogue is controlled by doctors to gather addi-
tional information about the illness (such as symp-
toms, illness history and medication). Generally, the
request for information sets the initial purpose or goal
that motivates the speaker’s actions for the remain-
ing section of the dialogue. The request for informa-
tion further specified by one or more discourse seg-
ments. Asking questions and providing answers play
a significant role in the process of the medical con-
sultation. Mainly, the aim of doctor-centered behav-
ior is efficiently gathering sufficient information to
make a diagnosis and consider treatment options in
the least amount of time necessary. This is in con-
trast to patient-centered interactions that can recog-
nize patients as collaborators who can share not only
their biomedical states (physical condition and well
being) but also knowledge of their psychological sit-
uations (personality, culture, social relations, etc.).
The result of quantitative analysis shows, there still
is an equal distribution of information seeking (ques-
tions) between the dialogue participants, with almost
all elicitation initiated on the part of the doctor. The
data also demonstrate that both doctors and patients
emphasize on asking and responding about symptoms
and illnesses. For example from a total of 442 dia-
logue acts, 122 and 142 dialogue acts are used to elicit
symptom information by doctors and patients. Gener-
ally, 59.7% of the interaction was devoted to seeking
and giving information about symptoms and 14% of
illnesses. The finding show a significant difference
(F= 14.02, P=0.0026, alpha= 0.05 ) between doctors’
and patients’ information seeking behavior in f-test,
but no significance difference is found in patients’ and
doctors’ information giving behavior.

We also analyzed the data using two-way analysis

of variance. We found that the information seeking
score of doctors is higher than for patients, but the
difference is statistically not significant. The score
of information giving behavior of patients was higher
than the doctors, but similarly there is no significant
difference. The first impression about people often
turns into long-term perceptions and reputations. So
doctors in their first encounter should make good eye
contact, shake patient’s hand and introduce himself.
In the face-to-face interaction we recorded that there
were no greetings and introduction during the initial
doctor-patient interaction. In each dialogue sentence
or clauses the participant (doctor/patient) utterance is
categorized into semantic entities (figure 1) in which
the dialogue theme is emphasized. Since the conver-
sation is between a doctor and patient for diagnosis
purpose we identify the main concepts evolved in the
interaction process. Compliant, symptoms, treatment,
illness, exams, history, and prescription are the most
common entities used in the doctor-patient conversa-
tion.

3.4 Cultural Aspects

Cultural differences may be an obstruction for ef-
fective doctor-patient interaction. The cultural per-
ceptions of health, sickness, and medical care of pa-
tients and families may differ with that of the doc-
tors. Speaking the same language and being born in
the same location does not automatically mean shar-
ing all the elements of a particular culture. Studies
have shown that a patient’s culture will affect the way
they perceive their body, illness, and disease. This
is also true for the doctors as their own families and
communities have also helped to shape these cultural
beliefs within them. Each participant in the medical
interview brings with them the culture in which they
were raised. At times, differing cultural beliefs can
have an adverse effect on the care that one receives.
Communication problems arise when the patient and
doctor do not share the same culture.

Culture competencies in medical interaction pro-
vide a patient centered care by adjusting their atti-
tudes and behaviors to the needs and desires of differ-
ent patients and account for emotional, cultural, so-
cial, and psychosocial issues on disease and illness.
Medical competencies relate directly with the doctor-
patient interaction that are required by the doctors to
conduct an effective interview and to create an accept-
able plan of diagnosis and treatment. Studies indicate
that issues that may cause problems in cross-cultural
encounters are authority, physical contact, communi-
cation styles, gender, sexuality, and family.

Hofstede (Hofstede et al., 2010) has identified five
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cultural dimensions. (1) Power Distance focuses on
the perceived degree of equality, or inequality. Ac-
cording to Hofstede et al., [2010] ”A high power dis-
tance ranking indicates that inequalities of power and
wealth have been allowed to grow with the society. In
these societies equality and opportunity for everyone
is stressed”. In large power distance cultures, ones
social status must be clear so that others can show
proper respect. In line with this, Hofstede et al. as-
sert that the power distance exhibited in society also
is reflected in the relationship of doctors and patients.
They say that ”in countries with large-power distance
cultures, consultations take less time, and there is less
room for unexpected information exchanges”. The
findings indicate that the average time spent on face-
to-face consultation is 4-6 minutes. This result con-
firms that power distance plays a major role in doctor-
patient interaction. According to Hofstede, Ethiopia
is a large power distance country, so the interaction is
dominated by doctors and patients rarely participated
in treatment and diagnosis decision makings.This is
true especially for illiterate and rural people. The
power distance of literate people and doctors is bet-
ter compared to the illiterate. In line with this (Ver-
linde et al., 2012) said that doctors asked less edu-
cated patients and low income patients more ques-
tions about their disease and medical history. Like-
wise, our findings indicate that doctors’ information
seeking behavior is more than that of patients’. Gen-
erally, in Ethiopia, patients treat doctors as superiors,
consultations are shorter and controlled by doctors.
(2) Hofstede’s cultural dimension indicates that
Ethiopia as a low individualism country. The im-
plication of individualism in healthcare particularly
in doctor-patient interaction goes with patient auton-
omy, the possibility of choice, flexibility of social
roles, less conformity, and psychosocial information
exchange (Meeuwesen et al., 2009)
(3) Ethiopia is a masculine country (Hofstede’s cul-
tural dimension); however, regardless of other dimen-
sions, masculinity doesn’t reflect on the patient - doc-
tor interaction in diagnosis and treatment. Some stud-
ies revealed that there is a difference between female
and male doctors in creating partnerships, with pa-
tients and dealing with psychosocial issues during the
conversation. Meeuwesen et al., [2009] stated that
the more masculine a county, the more instrumen-
tal (disease centered) interaction will dominate, the
less attention will be paid for psychosocial issues and
more frequently the majority of doctors will be men or
male. The analysis result shows that mainly the inter-
action between doctors and patients was on the theme
of symptoms 60% and illnesses 14%. Eventually the
theme of the conversation is disease-centered.

(4) Uncertainty Avoidance in the healthcare domain
primarily deals with patients’ emotionality or anx-
iety, or stress and doctor’s task-orientation, prefer-
ences of technological solution and degree of med-
ication. In countries with strong uncertainty avoid-
ance (Meeuwesen et al., 2009) the more disease-
centered (instrumental talking), the less affective talk-
ing and the more biomedical exchange can be ex-
pected. This a true scenario in Ethiopia cases; since
doctors indulge themselves in diagnosing the illness.
In the experiment, we have not found a single in-
troduction (greetings) communication act. Hofstede
further explained that ”doctors in uncertainty tolerant
countries more often send patients away with com-
forting talk, without any prescription. In uncertainty
avoiding countries doctors usually prescribe several
drugs, and patients expect them to do so” (Hofstede
et al., 2010).
(5) Regarding long-term orientation, as Ethiopia
doesn’t have data we left out in our analysis.

4 A SPOKEN DIALOGUE MODEL

Eliciting user requests in the medical spoken dia-
logue is the main challenge for developers and imple-
menters of the system. Unlike a face-to-face doctor-
patient interaction it is very hard to analyze the pa-
tients’ attitudes and emotions. As a result the eliciting
techniques should be patient centered; and the main
role of the doctor is a facilitating behavior, focused
and unfocused open questioning, request for clarifi-
cation, summarizing and empathy. Thus, the dialogue
system should act like human which can help to elicit
the patients’ request in order to provide accurate con-
sultation, diagnosis and treatment.

To the best of our knowledge eliciting user medi-
cal requests using spoken medical dialogue based on
some suggested principles is not assessed, and there
is no any results obtained. Our objective is using
the best practice of in-person doctor-patient interac-
tion activities to be adopted in the spoken medical
dialogue system to search medical information using
mobile phones.

4.1 A Simplified Dialogue System

Spoken medical dialogue tends to be patient centered.
Thus the system should facilitate the interaction and
ask open questions in which the patients can express
not only knowledge of their biomedical state (illness
and complaints) but also knowledge of their psycho-
logical and social situations (personality, culture, re-
lationships). As discussed before, the face-to-face in-
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teraction in Ethiopia is doctor dominated. However,
in the dialogue system it is impossible to detect the
non-verbal behavior of the patient. Thus, the elicita-
tion should be dominated by the patient in order to
seek biomedical as well as psychosocial situations of
the patient. Doctor’s behavior that encourages patient
active participation includes asking open ended ques-
tions, ensuring and confirming patient comprehen-
sion, requesting patients’ opinions, and making state-
ments of concern, agreement and approval. Hence,
spoken dialogue to resemble human-human interac-
tion, should encourage patients to take part actively
in the interaction process. Instead of being expecting
responses from patients, the system must take a fa-
cilitative role in order to provide time and space for
patients to speak out what their symptoms, illnesses,
suggestions and to participate in decision making.

From the analysis of the in-person interaction of
doctors and patients, it was found that there are some
gaps that should be filled. The main gaps observed
in the face-to-face interaction is doctor domination as
well as we identified that the social status of patients
and doctors inhibits the interaction process. Other
factors that affect the face to face interaction are il-
literacy and culture. In rural Ethiopia, the illiteracy
rate is higher than in urban areas, so patients from
rural areas visited find the interaction with the doc-
tor is difficult; the doctor may consider that non ed-
ucated rural patients do not express themselves so
that a doctor prefers to ask some closed questions and
open leading questions to elicit the user requirements.
But even when doctors and patients born and live in
the same area, they do not necessarily have the same
understanding of social norms and cultures. Conse-
quently, the non-literate rural patients are more con-
servative of their values and cultures; some of the ill-
ness may not be disclosed in public so to keep their
culture or values they reserved from disclosing their
feelings, symptoms and illnesses. For instance, a
study conducted in USA revealed the gap between
doctors and Ethiopian migrants in disclosing illnesses
and diseases. According to this study, the migrants
did not want to be told if their disease is life threat-
ening; whereas, doctors in US disclose the nature of
the illness, the risks of the illness (curable and incur-
able) and the magnitude of the illness (treatable or
non-treatable) (Beyene, 1992).

From the face-to-face doctor-patient interaction
we deduce the user request elicitation model dis-
played in figure 2 for spoken dialogue system for
healthcare application. The model consists of four
components: opening initiatives, asking information,
giving information and closing. Figure 2 displays user
request elicitation process for the spoken dialogue

systems in a healthcare scenario based on doctor-
patient face-to-face dialogue.

4.2 Design Dialogue System

Data validity, accuracy and integrity are the vital
points to be considered in designing a spoken dia-
logue application; since automatic speech recogni-
tion(ASR) technology is not perfect. The design
of spoken dialogue technology should take into ac-
count the possibility of speech recognition errors and
improve the overall accuracy using dialogue actions
such as re-prompts, conformations, error correction
and handling etc. Secondly, it should provide equal
access to novice and experienced end users of the
system. Thirdly, it should also consider individual
differences such as personalization and user context.
Finally, before developing the dialogue system it is
very important to conduct a face-to-face interview or
pay live observation while a doctor is treating a pa-
tient (if possible video tape the conversations). The
most commonly applied methods to design a spoken
dialogue include human-human dialogues and design
by simulation. Thus, our interest lies on to look into
doctor-patient interactions as a means to design med-
ical spoken dialogue.

Figure 2: User request elicitation process.

4.3 Designing a Dialogue based on
Doctor-Patient Interaction

Human-human dialogue provides an insight how hu-
mans accomplish a task-oriented dialogue. The
doctor-patent interaction studies take place in the
early stages of the speech application life cycle. They
act as a starting point for spoken dialogue design and
help to define requirements. The purposes of doctor-
patient interaction studies are to help the designer see
the task form the user point of view, develop a feeling
for the style of interaction, and acquire some specific
knowledge about the vocabulary and grammar used in
the diagnostic process.
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Doctor-patient interaction (natural dialogue) study
differs significantly from the wizard-of-oz studies,
that have been used extensively by others in the design
of spoken dialogue systems. Researchers who use the
wizard-of-oz techniques begin the process with a pre-
experimental phase that involves studying natural hu-
man dialogues. Whereas the natural dialogue takes
place prior to any system design or functional specifi-
cations (Yankelovich, 2008). The main purpose is to
launch the design process.

Before designing the medical dialogue system, we
wanted to discover how doctors and patients inter-
act in the diagnosis process. From the analysis of
the doctor-patient interaction, we found that the in-
teraction is doctor-centered as well as we found that
patients question asking behavior is hampered by the
cultural influences such as: distance power, high un-
certainty avoidance and the like (see section 3.5).

It is impossible to produce a medical dialogue sys-
tem design based entirely on doctor-patient face-to-
face interaction. Rather it can play an important role
in the early stages of the development life cycle, and
serve as an effective starting point for spoken medical
dialogue system design.

5 CONCLUSIONS

We have analyzed the interaction in 29 audio-taped
doctor-patient diagnosis dialogues in the Gamby
Teaching hospital. The study is mainly conducted
to investigate the information seeking and informa-
tion provisioning behavior of doctors and patients.
The finding shows that there is no statistical signif-
icant difference between doctor information seeking
and patient information seeking behavior. Similarly,
we didn’t find any significant difference between pa-
tients information provisioning and doctors informa-
tion provisioning behavior. From this analysis we
conclude that studying face-to-face interaction be-
tween doctor and patients is an effective starting point
for spoken medical dialogue system design. We also
found an influence of culture on doctor-patient in-
teraction; so cultural values should be incorporated
while designing and developing a medical dialogue
system. Finally, based on our results, we propose a
model to assist user requirements elicitation in order
to develop a medical spoken dialogue system. In the
future we will implement our model to develop a med-
ical dialogue system.
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Abstract: In the last few decades, increasing traffic has led to serious problems in urban areas. Travel times for 
travellers have increased and the liveability in residential areas has declined due to pollution and issues 
concerning safety. Whereas new road and rail infrastructure in densely populated areas is costly, a better 
utilisation of existing infrastructure appears to be more attractive. This becomes increasingly possible due to 
huge developments in the world of Information and Communication Technology (ICT). However, 
implementing ICT solutions for the purpose of traffic management remains challenging. First, it is quite a 
task to set up a system in which infrastructure, travel vehicles and travellers can communicate with each 
other. Secondly, it is quite difficult to gather and exchange traffic and travel information in such a way that 
the traffic situation improves significantly. This paper deals with the latter issue, and it provides an outline 
for the possible architecture of a future traffic management system. It concludes that in such a system both 
mobile devices, like smartphones and navigation systems, and roadside devices, like loop detectors and 
cameras, need to be included to arrive at optimal results. 

1 INTRODUCTION 

Congestion has increased significantly in the last 
few decades. The efficient use of existing 
infrastructure by dynamic traffic management 
(DTM) is one of the strategies to reduce congestion 
and related problems like air pollution. An important 
requirement is the availability of detailed traffic 
information such as travel demand and travel times.  

In the Netherlands and many other developed 
countries, highway data are collected by a high 
concentration of detection loops which yield 
information on traffic intensities and travel times. In 
urban areas traffic information is much scarcer and 
only since quite recently, traffic data gathered by 
roadside devices like detection loops have become 
available in traffic information centres (e.g., Hasberg 
and Serwill, 2000, Kellerman and Schmid 2000, 
Leitsch, 2002). For urban areas, the traffic 
circulation is usually estimated by a combination of 
intensity measurements and traffic models. 
However, with new measurement methods by which 
individual vehicles are identified (Blokpoel and 
Vreeswijk, 2011), accurate roadside measurements 
of travel times and routes will become possible. 

At the same time, the use of mobile sensor data 
such as GPS and GSM has been increasing rapidly, 
which have led to separate travel time estimators 
(e.g., Google Traffic, 2013). Because these data are 
gathered by personal devices such as navigation 
systems and smartphones, travel information and 
advice can be personalized and adapted to the 
preferences of the individual traveller (e.g., Bie et 
al., 2012). In case of smartphones, travel information 
does not have to be limited to car trips, but may also 
include several other travel modes.  

Roadside and mobile sensor data techniques both 
have their specific strengths. In this paper, a possible 
architecture for future DTM is put forward in which 
both data sources are combined at some point. In 
section 2, the requirements for a future DTM system 
are provided. Then, in section 3 and 4, the 
advantages, disadvantages and possibilities of 
mobile and roadside sensor data are described 
respectively. Based on the requirements for a future 
DTM system and the strengths and weaknesses of 
roadside and mobile sensor data, section 5 describes 
an outline for the architecture of a possible future 
DTM system. 
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2 DTM REQUIREMENTS 

The requirements for a modern DTM system should 
be based on two pillars. First, the traffic system, 
usually the responsibility of a traffic manager, 
should run smoothly. This may mean several things, 
but in general the objective is to minimize the total 
delay on the (road) network and to minimize 
external costs caused for example by traffic 
accidents or air pollution. Secondly, the traffic users, 
i.e. travellers, want to travel smoothly. This may 
also mean various things for individual travellers, 
but in general travellers want to minimize their 
(perceived) travel time and cost while perceiving the 
journey as being safe and comfortable.  

In other words, the traffic manager’s objective is 
to optimize the traffic system as a whole, while 
travellers want to optimize their individual journeys. 
Both things are not necessarily resulting in the same 
traffic equilibrium, and in some cases they are even 
clearly conflicting with each other. One of the main 
challenges of a modern DTM is therefore to 
reconcile the two. 

Meeting the objectives of the traffic manager and 
individual traveller also requires different 
information needs. An individual traveller needs to 
have traffic information about the possible travel 
modes and routes that are relevant to him, i.e. those 
that can be used to reach the preferred destination. 
Detailed information only needs to be available 
during the time of traveling. This is by no means 
trivial, because it still requires a prediction of the 
traffic situation in the near future, i.e. until the 
journey is expected to be completed.  

However, this task is relatively easy compared to 
optimizing management objectives. Whereas the 
individual traveller is merely influenced by 
surrounding traffic, the traffic manager is 
influencing traffic itself, which effects are much 
harder to predict. Moreover, the effects of traffic 
operations like traffic lights are not necessarily 
instantaneous, but may show delays. For example, a 
traffic measure in one part of a city can have an 
effect in another part half an hour later. In the ideal 
case, the traffic situation should therefore be 
predictable for the whole network, for different 
traffic management scenarios, and during a longer 
period of time, for example a whole peak hour.  

Fulfilling the needs of individual travellers on 
the other hand has its own challenges. While there is 
one traffic manager with one set of objectives, there 
are many individual travellers, all with their own 
perceptions, preferences and habits that play an 
important role in the decision making process. In 

this modern individual oriented society, traffic 
information and travel advice of one fits all is 
becoming less acceptable. By using individual 
devices like smartphones, it is also becoming 
technically possible to provide personalized traffic 
information and travel advice.  

From the aforementioned considerations, one 
can arrive at the following requirements: 

 
1. Traffic management requires accurate 

predictions about the traffic situation for the 
whole network, different traffic management 
scenarios and whole (peak) periods.  

2. Individual travellers need personalized multi-
modal travel advice based on their preferences 
and habits. 

3. A traffic management measure should not lead to 
the perception of travellers that they are worse 
off due to the measure or are harmed unfairly by 
it. 
 

The third requirement tries to reconcile differences 
between the interests of traffic manager and 
individual travellers. Of course, it is impossible to 
satisfy all travellers. However, it might be possible 
to introduce measures such that travellers do not 
notice they are worse off and therefore do not 
change their behaviour, or such that travellers do not 
perceive the alternative they switch to as worse or 
unfair.  

3 MOBILE SENSOR DATA 

Mobile sensors like GPS and GSM are widely used 
in smartphones and navigation systems nowadays. 
Initially, they were used for navigation, but as their 
numbers increase, they are now also being used for 
estimating travel times on road trajectories (e.g., 
Google Traffic, 2013). There are however more 
applications: they can reveal travel patterns of 
individuals and groups of travellers.  

In most countries, including the Netherlands, the 
understanding of people’s travel behaviour is based 
on cross-sectional travel surveys where in general 
only one day is surveyed for each respondent in 
representative periods (Ortuzar et al., 2010). From 
these data, origin destination matrices, modal split 
(mode choice) and route choice are estimated and 
used in models that model urban traffic flows. 

However, this is not enough to gain a proper 
understanding of the dynamics in travel behaviour. 
More specific, cross-section data do not give any 
information to ascertain how choices will vary over 
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time (i.e. policy response) if the system changes. 
Studies with GPS-devices show a strong variation in 
multi-day travel behaviour (e.g., Stopher amd 
Zhang, 2011). People are shown to visit new places 
even after several months of monitoring 
(Schönfelder and Axhausen, 2010). Apart from 
determining destination and mode choice patterns 
over longer periods of time, GPS data are 
increasingly used to study route choice (e.g., Jan et 
al. 2000, Zhu and Levinson 2009, Papinski and Scott 
2011).  

Derived from standard economics it is often 
assumed in transport modeling that travelers are 
rational decision makers and have perfect 
knowledge on all available choice alternatives. 
There is increasing recognition that these 
assumptions are debatable. In reality, people may 
have limited knowledge and constrained cognitive 
abilities, leading to prejudiced reasoning and 
seeming randomness in choice behavior (e.g. 
Avineri and Prashker, 2004). This has been 
described as bounded rationality or satisficing 
behavior, first introduced by Herbert Simon (Simon, 
1955) , and also found its way into transportation 
research (Mahmassani and Chang, 1987, 
Jayakrishnan et al., 1994). Since then, multiple 
studies suggested that these irrational behaviors are 
neither random nor senseless; they are systematic, 
consistent, repetitive, and therefore predictable 
(Tversky and Kahnemann, 1981, Ariely, 2009). 

A well-known mechanism derived from the 
principles of bounded rationality is the notion of 
indifference band (Mahmassani and Chang, 1987). 
According to the theory of indifference bands, 
drivers will only alter their choice when a change in 
the transportation system or their trip characteristics, 
for example the travel time, is larger than some 
individual-situation-specific threshold.  

More in general, travelers appear to make their 
decisions based on their perception of alternatives, 
which is biased according to the ‘choice-supportive 
bias’. That is, people are more likely to attach 
positive feeling to options they choose and attribute 
negative features to options they reject (Mather et 
al., 2003, Henkel and Mather, 2007) even if that 
would be irrational. In terms of travel choices this 
suggests that travelers have different perceptions of 
options they frequently use than options they hardly 
use (Vreeswijk et al. 2013).  

These findings may play an important role in 
future DTM, especially in fulfilling requirements 2 
and 3. Although some travelers may be worse off 
when the overall network performance is optimized, 
it may be possible to choose DTM measures for 

which travelers do not perceive they are worse off or 
do not find this a problem. This will only be 
possible, however, when travelers get personalized 
travel advice based on their preferences and habits. 
For this, mobile sensor data appear to be 
indispensable. 

4 ROADSIDE DEVICES 

The use of smartphone, carrying among others a 
GPS-sensor, will probably rise in the coming years, 
enabling new data acquisition opportunities 
(Stopher, 2009, Nitsche et al., 2012). In addition, 
there already are numerous smartphone applications 
gathering personal travel data (e.g. UbiActive (Fan 
et al. 2012), Trip Analyzer (Li et al., 2011), and 
tripzoom (Bie et al., 2012)). Finally, smartphones or 
navigation devices are used as probes to estimate 
travel times on main roads. The question thus arises 
whether roadside devices are still necessary in the 
future.  

To answer this question, we need to consider 
requirement 1 from section 2: “Traffic management 
requires accurate predictions about the traffic 
situation for the whole network, for different traffic 
management scenarios and over whole (peak) 
periods”.  

This requirement implies several things at the 
same time. First, information is needed on the traffic 
situation. This is much more than travel time alone. 
Policy makers are not only responsible for travellers, 
but also for the environment that is harmed by 
traffic. Pollution, noise hindrance and safety are 
important external factors which need to be 
considered, especially in dense residential areas or 
near locations that attract vulnerable groups such as 
schools. This implies that certain vulnerable, busy or 
economically important areas, locations or corridors, 
may need to be monitored continuously. Because 
many external effects depend on traffic intensity, 
this important quantity should be included in the 
monitoring.  

Secondly, predictions are required for the whole 
network under various (possible) management 
scenarios. This implies that traffic intensities and 
travel times should be predictable when the traffic 
manager decides to increase or reduce the capacity 
of certain roads (for example by giving more or less 
green time). Because travel time shows a strong non-
linear dependence on network intensities (demand) 
and capacities (supply), it is difficult to predict travel 
time when intensities and capacities are unknown, 
especially when small changes in intensity have a 
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large effect on travel time. This is actually the case 
when it matters (i.e. in urbanized areas with a lot of 
traffic), while at the same time intensities are known 
to show strong variation within days and between 
days (Thomas et al., 2008). Accurate travel time 
predictions under varying (management) scenarios 
are therefore only possible when network demand 
and supply are predictable.  

From this, it can be concluded that traffic 
management requires continuously monitoring of 
travel times, traffic intensities and capacities 
throughout the network or at least at, in or along 
important locations, areas or corridors. 

At the moment this is not possible with mobile 
sensors. Mobile sensor (GPS) samples for public use 
are simply much too small. This may be changing 
(e.g. Rieser-Schüssler et al. 2012) somewhat, but the 
expectation is that, in general, public GPS samples 
will remain limited, (partly) due to privacy 
restrictions and commercial interests. In other 
words, large amounts of mobile sensor (GPS) data 
may remain out of reach for traffic management. 
Even if mobile sensor data would increase 
substantially for public use, there will always be 
some travelers missing from the data. For example, 
commuters will be less inclined to use navigation. 
Therefore, it can be questioned whether there will 
ever be enough mobile sensor (GPS) data to monitor 
traffic intensities and capacities of the important 
road sections with enough accuracy.  

Roadside observations can fill this gap. In urban 
areas, single detection loops have long been used to 
measure occupation levels and intensities as input 
for traffic light operations. Network monitoring is 
more difficult with these data, because delays cannot 
easily be estimated in saturated conditions (when 
queues form near traffic lights), and individual 
vehicles cannot be followed through the network. As 
a result these measurements don’t provide 
information on OD patterns and routes. 

However, this is changing due to increasing use 
of cameras and new induction detection techniques 
that enable the identification of individual vehicles 
(Blokpoel and Vreeswijk, 2011). Thus, with these 
roadside devices located at important intersections, 
travel times, intensities and capacities can be 
measured directly throughout the network. Together 
with prediction algorithms like neural networks 
(e.g., Dharia, and Adeli, 2003, Yin et al. 2002), 
pattern matching models (e.g., Bajwa et al., 2004), 
extrapolation models (e.g., Wild , 1997, Chrobok et 
al., 2004, Thomas et al., 2009) or clustering models 
(e.g., Chung, 2003, Weijermars, 2007), more 
accurate traffic predictions of intensities and travel 

times will then become possible given certain 
management scenarios. 

5 SYNTHESIS 

As we have seen in the previous sections, traffic 
managers and travelers use different devices, i.e., 
roadside and mobile devices respectively, to acquire 
traffic information. Although mobile devises like 
smartphones with GPS become increasingly 
important, roadside devices might remain the main 
source of information for traffic management, 
because besides travel time they are able to provide 
accurate information on intensities and capacities. 

The traditional use of traffic information by 
policy makers and travelers as shown in Figure 1 
therefore remains quite realistic. The Figure shows 
two independent symmetric systems for both traffic 
management and the individual traveler. Both 
systems have objectives, i.e., policy objectives for 
the traffic manager and travel objectives for the 
traveler. By confronting these objectives with traffic 
and travel information respectively, traffic 
operations are set to manage the traffic system, and 
travel decisions are made to execute a trip. The 
traffic information is derived from data from 
roadside sensors, while travel information is derived 
from mobile sensor data.  

Of course this Figure is a simplistic illustration 
of reality. The division between the use of roadside 
and mobile sensors is in reality not this strict, and a 
single box could in itself represent a complicated 
process with feedback loops. Traffic operations, for 
example, represent an interplay between 
instruments, such as traffic lights, variable message 
signs or route guidance panels, and traffic managers, 
while travel decisions may include more than only 
the traveller’s behaviour. In fact, nowadays most 
travellers are assisted by travel apps that provide the 
traveller with information or advice. Travel apps are 
therefore implicitly included in travel decisions. The 
use of travel information in travel apps is more 
subtle than the figure indicates. Mobile sensor data 
of other users are used to provide reliable 
information on relevant travel modes and routes, 
while historical travel choices of the user may be 
used to personalize the advice. However, for the 
broader picture, these issues do not need to be 
considered in detail here.  

The weak part of the traditional concept, as 
illustrated by Figure 1, is the lack of any interaction 
between traffic management and traveller. This leads 
to drawbacks regarding all three DTM requirements. 
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Figure 1: scheme of traditional use of mobile and roadside sensors. 

 
Figure 2: Scheme of integrating traffic and individual travel information on an operational level. 

Surely, the usefulness of advice to the traveller 
would be enhanced by knowledge about (future) 
traffic operations (requirement 2). By the same 
token, the quality of traffic prediction would be 
increased when the intentions or likely future 
decisions of individual travellers are known to the 
traffic manager (requirement 1). Finally, without any 
interaction, there is no knowledge about (a change 
in) travellers’ perceptions regarding certain traffic 
management measures (requirement 3). 
In some projects such as SUNSET (Sunset, 2013) 
and I-zone (Veenstra et al., 2010), the information 
from travellers (mobile sensors) and traffic operators 
(roadside sensors) have been combined. This is 
shown schematically in Figure 2. Again, the 

architecture is more complicated in reality, and both 
projects comprise much more than combining 
different data sources. However, the general use of 
data in these projects is well captured by Figure 2. 
Information derived from roadside and mobile 
sensor data are combined in one large database. 
Third parties, mostly private companies, can retrieve 
this information via APIs, and can use this 
information in all kinds of apps they develop for 
travellers.  

The main characteristic of such an architecture is 
sharing of underlying sensor data, and providing 
these data to the larger public. However, there are 
two main drawbacks of such an architecture 
regarding DTM. First, travel information on such
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Figure 3: Scheme of integrating traffic and individual travel information on a strategic level. 

an operational level is sensitive (regarding privacy) 
and is also regarded as quite valuable by companies 
that gather the data. It is therefore not very likely 
that these important players are willing to share their 
data. Secondly, these operational data do not provide 
the intentions of traffic operators and travellers. In 
fact, the main difference between roadside and 
mobile sensor data is not that they necessarily 
measure very different things (although not exactly 
the same either), but that they are used by very 
different users and for very different purposes. The 
real strength of sharing information would be on a 
higher, strategic, level such as shown in Figure 3.  

In Figure 3, there is directly feedback between 
traffic operations and travel decision making. Based 
on traffic information from roadside devices and 
traffic policies, traffic operations are set to manage 
the traffic (such as in Figure1). However, 
information about travellers’ reactions to and 
perceptions of certain management measures are 
provided to the traffic operators and are used to 
improve the management scenarios. At the same 
time, updated management scenarios are provided to 
travellers(’ apps), enabling travellers to take specific 
traffic measures (including possible incentives for 
favourable behaviour) into account when planning 
their trip.  

Instead of sharing traffic data, the main 
characteristic of this DTM vision is sharing of 
intentions, plans and measures between traffic 
operators and travellers. The corresponding 

architecture would connect well to the DTM 
requirements mentioned in section 2. The question 
would then be: what kind of information is exactly 
shared and how is this information shared? Should 
the information include detailed operational data 
such as green times of individual traffic lights given 
specific inflow intensities, or should the information 
be provided on a more aggregated and strategic 
level? To answer these questions follow up research 
is needed, preferably in a European project with as 
main aim to develop such a future DTM system for 
main European cities. 
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Abstract: The purpose of this paper is to make an analysis and assessment of the increasing need of using 
sophisticated software systems for managing business processes. In our days the most important thing is the 
information and the success of every business depends on how fast and effective managers deal with 
information. Business processes usually include manufacturing, sales order management, inventory and 
warehouse control, logistics, advanced forecasting and planning, financial management, customer 
relationship management and many others, all of them connected and depending on each other. It is 
practically impossible to manage all those processes effective without using software that gives a 
convenient, easy understandable and user friendly interface to the end user. End user of such system can be 
anybody from top to the bottom level of the company hierarchy. It is commonly recognized that ERP 
(Enterprise Resource Planning) systems are the software systems that provide the functionality to manage 
all that information. A major issue for these systems is that these processes are very different and specific 
for each business and company. Because of this there is impossible to create one universal ERP system that 
is good enough for everyone. Instead of this, software companies produce core software which can be 
expanded and tuned according to each specific company. This automatically includes a process of 
integration that is a key part of the ERP system. 

1 INTRODUCTION 

Nowadays when we speak about business modelling 
and software information systems, it naturally comes 
to ERP systems as the most significant, large, 
complex and sophisticated implementation of 
information technologies into the contemporary 
enterprises, business companies and corporations. 
But what exactly is or isn’t an ERP software system? 
First of all we can say that it isn’t software in the 
traditional meaning that we all know – programme 
that you can buy, install, run and start to use right 
away. ERP is a large sophisticated software solution 
that combines many parts (modules) that are used to 
manage different business processes in certain 
company or enterprise. The development of such a 
system is long and difficult process that involves 
many people – software engineers; programmers; 
business consultants; even field workers from all 
levels of the hierarchy of the client company that 
will be using the ERP system. In fact there are no 
two absolutely identical ERP systems. That is 
because each ERP solution is designed and 

developed for one exact client company, according 
to their business models, processes, needs and 
desires. That’s why they are very expensive (the 
investment for ERP system can cost to the client 
company as high as hundreds of thousands of US 
dollars) and complex because they integrate many 
functional and cross-functional business processes. 
Typical ERP systems support Operations 
(Production), Human Resources, Finance & 
Accounting, Sales & Distribution, and Procurement 
(Magal, 2012). As mentioned before – the 
development of an ERP system is a long demanding 
task, involving many specialists and unfortunately 
there is no guarantee for success at the end. 

Many ERP implementations have been classified 
as failures because they did not achieve 
predetermined corporate goals (Umble, 2003). The 
process of implementation of one ERP system has 
few major steps and can take between 6 months and 
1 year of time! Those steps are: 
- Analyzing the company business processes and 
creating abstract models of each one of them and the 
corresponding relationships between them. 
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- Designing database models that contain all the 
necessary information for those models and 
relationships. 
- Designing the actual software. This includes user 
interfaces, security management system, backup and 
archiving systems and mechanisms etc. 
- Integration of the system and training the end 
users how to work with the software. 
 

Each one of these steps involves constant dialogs 
and communication between the ERP vendor, Client 
Company, different consultants in certain areas, 
software engineers and end users. Should any of 
these steps fails, there is a very high probability that 
the whole project will fail and lead to huge financial 
losses for the vendors and the clients. 

But when implemented and integrated correctly 
and precisely, one ERP system gives to the company 
very powerful tools for running their business in the 
most effective way. That means sharp resource 
planning and decision making using analytical 
instruments; better fast and effective communication 
and coordination between company departments and 
external counteragents; efficient accounting and 
warehouse management; minimizing loses and 
abuses of any kinds. 

2 EVOLUTION OF THE ERP 
SYSTEMS 

To understand how the contemporary complex ERP 
systems started to exist, we will follow briefly the 
natural software evolution during the past 50 years, 
using an article on implementation procedures in 
ERP systems, written in 2002 by Elisabeth Umble, 
Ronald Haft, and Michael Umble. 

During the 1960’s the use of software 
technologies was mainly for inventory control. 
Companies could afford to keep lots of ‘‘just-in-
case’’inventory on hand to satisfy customer demand 
and still stay competitive. Consequently, techniques 
of the day focused on the most efficient way to 
manage large volumes of inventory (Umble, 2003). 
Most of the software packages then were designed 
and served the purpose for more efficient inventory 
control and warehouse management (Ptak, 2000, 
Shankarnarayanan, 2000).   

In the 1970’s, it became increasingly clear that 
companies could no longer afford the luxury of 
maintaining large quantities of inventory. This led to 
the introduction of material requirements planning 
(MRP)systems. MRP represented a huge step 
forward in the materials planning process. For the 

first time, using a master production schedule, 
supported by bill of material files that identified the 
specific materials needed to produce each finished 
item, a computer could be used to calculate gross 
material requirements. Using accurate inventory 
record files, the available quantity of on-hand or 
scheduled-to-arrive materials could then be used to 
determine net material requirements. This then 
prompted an activity such as placing an order, 
cancelling an existing order, or modifying the timing 
of existing orders. For the first time in 
manufacturing, there was a formal mechanism for 
keeping priorities valid in a changing manufacturing 
environment (Umble, 2003). Later the MRP systems 
expanded to “closed loop MRP” (Oden, 1993), that 
besides inventory planning included also tools for 
planning the production levels, sales planning and 
scheduling, making business promises to customers, 
forecasting and different analysis tools. 

In the 1980’s, companies began to take 
advantage of the increased power and affordability 
of available technology and were able to couple the 
movement of inventory with the coincident financial 
activity. Manufacturing resources planning (MRP II) 
systems evolved to incorporate the financial 
accounting system and the financial management 
system along with the manufacturing and materials 
management systems. This allowed companies to 
have a more integrated business system that derived 
the material and capacity requirements associated 
with a desired operations plan, allowed input of 
detailed activities, translated all this to a financial 
statement, and suggested a course of action to 
address those items that were not in balance with the 
desired plan (Ptak, 2000). 

By the early 1990s, continuing improvements in 
technology allowed MRP II to be expanded to 
incorporate all resource planning for the entire 
enterprise. Areas such as product design, 
information warehousing, materials planning, 
capacity planning, communication systems, 
humanresources, finance, and project management 
could now be included in the plan. Hence, the term, 
ERP was coined (Ghosh, 2012). 

Since then the ERP systems are becoming larger, 
more sophisticated and they are being integrated in 
enterprises and companies of all sizes – large 
business corporations, medium and small business 
enterprises. 
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Figure 1: Common ERP system structure. 

3 STRUCTURE OF THE ERP 
SYSTEMS 

All contemporary ERP systems are client-server 
based applications and they allow interaction with 
and operation from many types of computer devices 
– desktop or mobile computers, industrial mobile 
devices, POS (point of sale) devices and even cell 
phones. Of course this is impossible without using 
the Internet, VPN and LAN networks. Also because 
of the big variety of devices and operating systems 
that interact with the ERP systems, the most 
convenient and maybe the only way of 
implementing ergonomic, user friendly and 

convenient user interface is to use web based 
technologies.  

The web interface is universal,platform 
independent and the only thing that one device is 
required to have in order to interact with the ERP 
modules is the web browser. 

Key feature of successful ERP systems are to be 
flexible – in order to respond to the constantly 
changing needs of an enterprise; to be modular – that 
means that different functionalities must be logically 
separated in the system, which allows them to be 
detached, modified and attached back to the system 
without affecting unintentionally any other 
functionality or part of the whole system; 
comprehensive – must support wide range of 
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business processes within one or more organisations. 
Beyond the company – it should support online 
connectivity and information exchange with other 
business-related companies (usually using web 
service API interfaces). 

As mentioned before – the ERP system is not 
single software that can be produced once and 
distributed as is to various companies, but is a 
complex modular system that is being engineered 
and developed according the company needs. 
Therefore the ERP vendors are using their own ERP 
development frameworks – software environment 
that allows them fast and efficient implementation of 
the software system. Most significant vendors of this 
type of software are SAP, Oracle, Microsoft, SAGE 
and Info Global (IBM) (Low, 2013). 

The common structure of ERP systems is shown 
on Figure 1. It consists of database management 
system (RDMS) – where all the information is 
stored and managed; data access layer; application 
layer which consists of various modules that 
represent different business processes and activities, 
analytical tools and other instruments and tools; user 
management and security layer; end user interfaces. 

4 THE IMPORTANT ROLE OF 
THE ERP SYSTEM FOR THE 
BUSINESS 

As regarded in this article, integrating well designed 
and developed ERP system into enterprises and 
companies has a crucial role to their successful 
business. With today’s information variety and 
amount, constantly increasing market needs and 
demands, complex services, intra and inter-
companies processes and relationships, it’s 
impossible to be successful without actively and 
even aggressively using the power of the 
contemporary information technologies. Each stage 
of one’s enterprise activity must be precisely 
planned, implemented, monitored and analyzed. 
ERP systems combine everything in a way so that 
managers can have wide view of the whole picture 
in front of them, so they can make effective and in 
time decisions. Efficient warehouse management is 
important for materials ordering and production 
planning. This is directly connected to customer 
management, logistics, effective distribution and 
service support. Efficient accounting and financial 
planning depends on how fast and precise the 
information about all those business processes is 
maintained, presented and analyzed. 

The most important benefits of using ERP 
systems, based on Kay Roman detailed research 
article (Roman, 2009) are as follows: 

1. Enhanced Technology – the old legacy 
software systems can’t meet the current technology 
needs. ERP systems allow speeding up all 
operations; 

2. Efficiency in Processes – The new system will 
eliminate labour-intensive manual processes and 
current duplication of efforts; will streamline critical 
business processes for many departments; will make 
data collection better and more efficient; 

3. Integrated and consistent information - A 
major benefit of a new system will be replacing 
multiple, disconnected databases with a single, 
integrated system; 

4. Easier Reporting - An advantage of a new 
system will be improved and more customizable 
reporting; 

5. User Friendliness of the System - A new 
system will provide easier access to information and 
overall improvements in its use for the functional 
staff; 

6. Access to Data - Increased self-service for 
data needs, real time data, Better access to 
information and decision making; 

7. Ability to Provide Better Customer Service - 
Speedier and more applicant friendly service; 

8. Increased Functionality - Better functionality 
for users; 

9. Better Communications- Promotes more 
collaboration with business partners; 

10. Increased Security of Data - Data restrictions 
can be enhanced. 

5 CONCLUSIONS 

ERP systems have a key role for successful business 
in modern enterprises and business companies. They 
are natural evolution of the general software systems 
and the use of constantly expanding nowadays 
information technologies. ERP are the most complex 
and sophisticated software systems, developed for 
certain company according to its needs and specific 
business processes. Therefore their integration is a 
long difficult process, involving many specialists 
and consultants. If not planned and designed 
precisely and carefully, such a project can be easily 
turned into a failure and huge financial loses. When 
done correctly, once integrated this system brings 
big benefits to the companies, allowing them better 
planning, managing forecasting and expanding their 
successful business. 
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Abstract: Innovations are introduced in several cycles, or steps which are of stochastic character. Successful 
completion of each cycle results in the beginning of the next one. Initial stages are connected with expenses 
of risk (venture) capital and the investments are returned in the final stages, usually with quite big profit. A 
helpful approach for control of the innovation process is the use of Markov decision processes which have 
proved to be an efficient tool for control of multi state stochastic processes. Those stages may be 
summarizes as: 1 – prestart stage; 2 – start stage; 3 – initial expansion stage; 4 – quick expansion stage; 5 – 
stage of reaching liquidity of venture investments; 6 – stage of project failure and its cancelling. The 
transition from state to state may be controlled through control techniques of Markov Decision Processes so 
that maximum profit is achieved in shortest time. The stages are conditional and some of them may be 
united, e.g. 1 and 2, or 3 and 4. 

1 INTRODUCTION 

It is known that the innovations’ introduction 
through the respective innovation cycles as a rule is 
accompanied with considerable uncertainty and it is 
of definitely expressed stochastic character. As the 
successful completion of each innovation project 
very often results in considerable profit this 
stimulates the investment of considerable venture 
(risk) means. A very important task arises for 
preliminary careful considering and calculating the 
stochastic character of the on going processes. 

A multi step discrete Markov decision process 
with mixed policies is proposed in the present work, 
for the innovation risks interpretation. The 
innovation process is accomplished, and probably 
finished, as a rule, in a cycle of the following 6 
stages: 1 – prestart and start stage; 2 – initial 
expansion stage; 3 – quick expansion stage; 4 – 
preparatory stage; 5 – stage of reaching liquidity of 
the venture investment; 6 – stage of project failure 
and its liquidation (Grossi, 1990, Cormican, 2004, 
Bernsteina, 2006). Besides, the process at each stage 
may be in different states where the decision maker 
may undertake different actions which result in the 
transition to a new state with respective profits and 
losses. The first three stages are connected with 
initial investments and respective losses. The 

objective is they to be minimized. The last three 
stages may generate profit and ensure full return of 
the investments and considerable gains, but it may 
also result in considerable loss if the innovation 
product is a failure. It is to be clearly noticed that the 
innovation introduction is a risky enterprise and not 
each attempt is successful and winning. 

It should be explicitly noticed that the innovation 
process may only pass from a given stage to the next 
one and can never return to a previous stage. No 
other stages except the last ones – success or failure, 
are absorbing - i.e. the innovation process may not 
stay for ever in any of the initial stages or it fails. 
The process may stay in a given stage for some time. 
It is a responsibility of the decision maker to 
undertake such control actions that the process 
leaves as soon as possible the first three stages, 
which generate expenses, with min losses and 
reaches the final stage, which generate profit.  

It is to be also noted, that depending on the 
decision makers actions a stage may be omitted, e.g. 
to pass directly from stage r to stage r+2. I.e. stages 
so described are to some degree conditional but 
nonetheless the process may develop in only forward 
direction. 
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2 MARKOV DECISION MODEL 
FOR THE INNOVATION 
PROCESS 

We consider an innovation process, which might be 
at any of the six stages of implementation of a new 
product. Of course this is for purposes of 
methodology. In fact one should begin from the first 
stage and reach the last one. 

We introduce the following denotation: 
1 jjN  where the right hand part of the upper 

equation is a reverse mapping of node j of the graph 
from Figure 1. k

ijP denotes the transition probability 

of the innovation process to pass from state Ni  
to state Nj  when using control iKk  , where 

iK  is the set of possible policies from state i. As 
leaping across or going back to stages of the 
innovation process is impossible, then: 
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By k
ix  will be denoted the probability the 

innovation process to fall in state i , at using control 

iKk   from this state. 
An important feature of the innovation process is 

that at transition from one stage to the next one in 
the first three stages resources are spent, and the 
transition from stage to the other in the last three 
stages increasing profit is gained, i.e.: 
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Then the maximum restoration of the venture funds 
initially invested will be obtained at optimal choice 
of control actions from each possible state of the 
process, i.e.: 
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This optimal control selection from the separate 
states corresponds to maximization of the objective 
function: 
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Different methods of linear and dynamic 
programming (Mine, 1975) may be used for finding 
the optimal solution of the objective function above 
with the existing linear probability constraints. 

The specific structure of the proposed here multi 
step discrete Markov decision process corresponds 
to a sufficient degree to the processes of realization 
of innovations and provides possibilities for efficient 
control of venture financing of innovations at their 
realization. 

3 NUMERICAL EXAMPLES 

Next Figure 1 illustrates a Markov Decision Process 
for control of the development of an innovation 
through the 6 stages. The set of arcs U show the 
possible transition from one stage (state) of the 
innovation process to another one. The denotations 
on the arcs of the decision graph should be decoded 
as follows: 

lk
jiP ,  - the probability for transition from stage i to 

stage j using control action kl in state i. 
In the final two stages, 5 and 6, which are 

ergodic there is one only possible action. At the 
other stages we accept for illustration that there are 
two possible control actions with the respective 
transition probabilities. 

 Formally this means that the possible actions 
{kj} in each state Nj  are defined in the 
following way: 
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The initial probability the process to be in state 
Ni  is equal to: 
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The problem for finding optimal policies for the 
Markov Decision Process shown in Figure 1 may be 
reduced to the following linear programming 
problem with objective function (2) and constraints: 
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Figure 1: Exemplary transition graph for an innovation process. 
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If we take as a base the graph in Figure 1, then the 
equations (2) and (3) to (5) will acquire the 
following form: 
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The transition probability values are defined in the 
following table: 

Table 1: Transition probabilities. 

STATE 1 STATE 2 
Policy 1 Policy 2 Policy 1 Policy 2 

1
2,1P  0,8 2

2,1P  0,9 1
3,2P  0,7 2

3,2P  0,8 

1
3,1P  0,2 2

3,1P  0,1 1
4,2P  0,3 1

4,2P  0,2 

STATE 3 STATE 4 
Policy 1 Policy 2 Policy 1 Policy 2 

1
4,3P  0,6 2

4,3P  0,5 1
5,4P  0,8 2

5,4P  0,7 

1
5,3P  0,3 2

5,3P  0,3 1
6,4P  0,2 2

6,4P  0,3 

1
6,3P  0,1 2

6,3P  0,2     

STATE 5 STATE 6 
Policy 1 - Policy 1 - 

1
5,5P  1 - 1

6,6P  1 - 

 
The respective transition probabilities are shown 

above the arcs of the graph shown in Figure 1, when 
using different possible policies. If only policy 1 or 
respectively – only policy 2 is used, then the 
transition probabilities tables will have the following 
form: 

1 
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Table 2: Transition probabilities for policy 1. 

 1 2 3 4 5 6 
1. 0 0,8 0,2 0 0 0 
2. 0 0 0,7 0,3 0 0 
3. 0 0 0 0,6 0,3 0,1 
4. 0 0 0 0 0,8 0,2 
5. 0 0 0 0 1 0 
6. 0 0 0 0 0 1 

Table 3: Transition probabilities for policy 2. 

 1 2 3 4 5 6 
1. 0 0,9 0,1 0 0 0 
2. 0 0 0,8 0,2 0 0 
3. 0 0 0 0,5 0,3 0,2 
4. 0 0 0 0 0,7 0,3 
5. 0 0 0 0 1 0 
6. 0 0 0 0 0 1 

 
Table 2 reflects transition probabilities for policy 

1 and Table 3 – for policy 2 respectively. 
At least two classes may be distinguished in this 

matrix – one quasi block diagonal ergodic, and one 
absorbing, corresponding to states 5 and 6. When the 
process being controlled falls in one of the latter 
states it remains there for ever. 

At defining the optimal control through relations 
(5) to (13) in the rows of both matrices #3 and #4 
will be used, in general with different probabilities, 
i.e. both pure and mixed policies will be used, as 
seen in the solving of the particular problem. 

The linear programming problem (6) to (14) 
includes 10 variables }{ k

jx  and 8 constraints. Its 
solution results in the following optimal values of 
the variables: 

Table 4: Linear programming problem solution. 

Variables Optimal values 
1
1x  1 
2
1x  0 
1
2x  0,8 
2
2x  0 
1
3x  0,76 
2
3x  0 
1
4x  0 
2
4x  0,696 
1
5x  0,7152 
1
6x  0,248 

 

It is seen from the table above, that in the 
example considered the optimal solution leads to 
pure optimal policies of both types – 1 or 2. Next 
table shows the optimal pure policy and the 
respective optimal strategy. 

Table 5: Optimal pure policy and respective strategy. 

State Ni  1 2 3 4 5 6 

Optimal policy iKk *  1 1 1 2 1 1 
Optimal strategy 

}/{ * NiKk i   
{1, 1, 1, 2, 1, 1} 

 
The following matrix of the achieved optimal 

transition probabilities of the Markov process may 
be drawn up on the base of the optimal policies. 

The new (optimal) transition probabilities matrix 
thus constructed also consists of a quasi diagonal 
ergodic class and an absorbing class of two states. In 
it one row (the fourth) of Table 4 is used, 
corresponding to policies 2. The remaining rows are 
from Table 3, corresponding to policies 1. In this 
sense it is mixed by using both policies – 1 and 2. 

Table 6: Optimal transition probabilities matrix. 

 1 2 3 4 5 6 
1. 0 0,8 0,2 0 0 0 
2. 0 0 0,7 0,3 0 0 
3. 0 0 0 0,6 0,3 0,1 
4. 0 0 0 0 0,7 0,3 
5. 0 0 0 0 1 0 
6. 0 0 0 0 0 1 

 
The Markov process thus constructed will flow 

step by step according to the transition probabilities 
from Table 6. In the next Figure 2 its stochastic 
parameters are shown for the purpose of clearness – 
on the arcs the respective probabilities }{ ijP  are 
shown for falling from the initial state 1 into state 

Nj  at passing through the previous state Ni , 
and in squares next to the vertices the final 
probabilities }/{ , Njji   are shown for the 
process to fall from the initial state 1 into the 
corresponding state .Nj  
The final probabilities are also shown in the 
following table: 

Table 7: Final probabilities. 

Final 
prob. 

π1,1 π1,2 π1,3 π1,4 π1,5 π1,6 

Values 1 0,8 0,76 0,69 0,72 0,28 
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Figure 2: Markov process stochastic parameters from state to state and in the states. 

On the base of the optimal values of the variables 
}{ k

jx  of Table 4 through (6) the maximum value of 
the objective function is computed to be - 0,328. 

The results obtained provide the possibility some 
conclusions to be made: 

I. When teaching one of the two final states – 5 
or 6 the investment made is not paid off in full as 
0,328 units remain to be paid off. If the process has 
fallen in state 5, then the project is successful and in 
may go on further to pay off the investments made 
and to produce profit. In case that the process fell in 
state 6, the project is a failure and it is almost sure it 
will be cancelled. The amount of 0,328 units should 
be registered as a loss in this case. 

II. Even at optimal decisions for leading the 
stochastic innovation process, the end the end of the 
project cannot be certainly predicted – a 
considerable probability (in the case considered 
almost 0,3) exists it to end as a failure. This reflects 
the real conditions in similar class of processes, 
which are always of explicitly expressed stochastic 
character. 

III. The method proposed for innovation 
processes control on the base of Markov decision 
processes has another important advantage - optimal 
policies and strategies may be recomputed on the 
base of new and more refined data after each step 
completed step of the process and the state it falls 
into. This may result in better final result by 
improving the strategy initially computed. 

IV. It is possible to use more precise classes of 
Markov decision, e.g. by using profit discount at 
each step at each step, with constrained capacity or 
through Markov flows or Markov games (Sgurev, 
1993). 

4 CONCLUSIONS 

In conclusion the following general inferences may 
be drawn: 

1. The innovation processes are highly stochastic 
and uncertain, which results to highly imprecise 
prognostication of their completion. And this is 
connected with a big risk at the venture financing of 
such processes. 

2. The method proposed in the present work for 
using multistep Markov decision processes for 
description of the innovation processes provides a 
possibility their stochastic character to be recognized 
to a considerable degree and an effective procedure 
to be proposed for their behavior control. 
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Abstract: The launch of the new programming period of the EU in 2014 will lead to many changes in the way the EU 
budget is funded. The European Commission is considering various ways to generate their own income to 
make it more independent of the Member States. Unfortunately the consequences of the reforms might have 
negative influence to European and in particular to the Bulgarian economy and especially for SMEs. The 
effective results in these conditions are to ensure financial resources for SMEs beneficiaries - increasing the 
amount of advance payments, creating additional financial instruments. Prior to SMEs financing, a 
methodology for analysis of creditworthiness and credit risk assessment procedures are applied. The aim of 
the methodology is to contribute and establish an unified and systematic approach to analyzing and 
assessing credit risk, which is to lead to a more thorough and objective assessment of the credit and 
minimize the risk undertaken by the financial institution. The system of credit risk assessment is a 
collaboration of estimates of the specified indicators. The final conclusion of the process should result into a 
motivated standpoint, based on which, a decision on further conduct of the Bank towards the loan request 
will be made (guarantees and other commitments, bearing credit risk), along with  periodic risk assessment 
procedure on already granted loans. In this paper is provided an analysis using the Generalized Nets. They 
are used as a tool for modelling of different processes in industries and medicine. In the present paper, an 
application of these nets apparatus for assistive technology and the advantages of using such model, for 
SMEs financial support mechanism are discussed. 

1 INTRODUCTION 

Considering the harder economic conditions, to 
which SME’s are exposed, the attitude to external 
financing changes. The research of the sector show 
that 10 years ago about 7% of enterprises utilized 
investment loans, 17% had access to working capital 
funds, and 67% didn’t have any access to financing. 
The aggressive development of banking system 
along with EU structured funds, significantly 
increased the accession of SME’s to venture 
funding. From year 2010 onwards, about 55% of 
companies are able to reach financing of any type. 

In 2010 most popular sources of financing 
between SME’s was own resources (about 42%), 
illegitimate financing from frends and relatives 
(close to 17%), and at last EU funds and Bank 
financing (near 30%). A year earlier above 50% of 
companies are financed with own equity. 

Limitations and obstacles in financing occur mainly 
due to the reduced investment intentions of SME’s 
within the last few years. Main reasons for it are lack 
of economic stability within the country and EU, 
along with gradual increase of intercompany 
leverage. The figures show that, intercompany debp 
over the past 3 years has gone up over 100%.At 
present time about 83% of all SME’s have 
uncollected receivables (Bulgarian Industrial 
Association).  

One third of all investments made by SME’s are 
into new equipment and machinery (about 35%), re 
qualification, training and advertisement is the 
second investment direction (29%), development of 
present and design of additional newer products 
(22%), introduction of systems for intercompany 
management processes (9%). 

Alternative ways of raising funds by SME’s are 
via leasing schemes, where at present about 32% of 
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SME’s are able to reach their investment goals, 
whereas couple of years earlier the figure is close to 
45%.  

Due to worsen economic environment and 
interbanking debt, weaker turnover and profit 
results, most SME’s are unable to rely on own 
resources. This is valid to such an extent that the 
financing with own funds has decreased 10 times 
and in spite of the difficulties, concerning the receipt 
of a bank loan, it has turned into the most preferred 
source of funds. 

The most popular source of financing among 
commercial banks and leasing companies is public 
procurement. Statistics show that about 15% of 
SME’s take advantage of public procurement. 
Raising funds via government programs was used by 
2.9% of the companies, and access to financing via 
programs of non-government organizations has a 
share of 2%. Financing via EU structured funds had 
an insignificant portion (1.6%) up until few years 
ago. Nowadays the percentage has increased 
considerably and 45% of SME’s is making efforts to 
receive the embedded financing and grant schemes, 
(Bulgarian Small and Medium Enterprise Promotion 
Agency).  

Regardless of the above mentioned statistics 
there hasn’t been any considerable changes in 
regards to the specific difficulties, with which SME 
are confronted upon the receipt of a bank loan. Most 
of which they encounter are: 
• Considerableinterest rates and requirements for 

sufficient loan collateral. Often companies do not 
dispose with the necessary real estates, and the 
interest rates are close to the profitability of their 
assets. 

• Lacking or insufficient credit history (valid to an 
even greater extent for the new companies). The 
reason for this often is the concealing of tax, 
despite the decrease in the tax and social security 
burden in the last years. 

• The relatively low economic and legal general 
knowledge of the owners of SMEs. 

• Incapacity for the preparation of a long-term plan 
for the development of business. This is the 
result of the unstable economic environment, as 
well as of the incapacity of SMEs to prepare 
reliable long-term financial forecasts. 

• High fees, “hidden” interest and the heavy 
paperwork, associated with loan granting/project 
financing. 

• Requirements for minimum equity and minimum 
turnover. 

2 SHORT REMARKS ON  
GENERALIZED NETS 

Generalized Nets (GN) (Atanassov, 1991, 
Atanassov, 2007) are extensions of Petri nets and 
other modifications of them. They are tools intended 
for the detailed modelling of parallel processes.  

A GN is a collection of transitions and places 
ordered according to some rules (see Figure 1). The 
places are marked by circles. The set of places to the 
left of the vertical line (the transition) are called 
input places, and those to the right are called output 
places. For each transition, there is an index matrix 
with elements called predicates. Some GN-places 
contain tokens – dynamic elements entering the net 
with initial characteristics and getting new ones 
while moving within the net. Tokens proceed from 
an input to an output place of the transition if the 
predicate corresponding to this pair of places in the 
index matrix is evaluated as “true”. Every token has 
its own identifier and collects its own history that 
could influence the development of the whole 
process modelled by the GNs. 

Two time-moments are specified for the GNs: 
for the beginning and the end of functioning, 
respectively. 

A GN can have only a part of its components. In 
this case, it is called reduced GN. Here, we shall 
give the formal definition of a reduced GN without 
temporal components, place and arc capacities, and 
token, place and transition priorities. 

Formally, every transition in the used below 
reduced GN is described by a three-tuple: 
 

Z = L, L, r (1)
 
where: 

 
 

Figure 1: A GN transition. 

(a) L and L are finite, non-empty sets of places (the 
transition’s input and output places, respectively), 
for the transition these are: 
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L = { mlll ',...,',' 21 } and L = { n21 "l,...,"l,"l }; 
 

(b) r is the transition’s condition determining which 
tokens will pass (or transfer) from the  
transition’s inputs to its outputs; it has the form of 
an Index Matrix (IM): 
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where ri,j is the predicate that corresponds to the i-th 
input and j-th output place.  

When its truth value is “true”, a token from the   
i-th input place transfers to the j-th output place; 
otherwise, this is not possible. 

The ordered four-tuple: 
 

E = A, K, X,  (2)
 
is called a reduced Generalized Net if: 
(a) A is the set of transitions; 
(b) K is the set of the GN’s tokens; 
(c) X is the set of all initial characteristics which 
the tokens can obtain on entering the net; 
(d)  is the characteristic function that assigns 
new characteristics to every token when it makes the 
transfer from an input to an output place of a given 
transition. 

Many operations (e.g., union, intersection and 
others), relations (e.g., inclusion, coincidence and 
others) and operators are defined over the GNs. 
Operators change the GN-forms, the strategies of 
token transfer and other. There are six types: global, 
local, hierarchical, reducing, extending and dynamic 
operators. 

3 GENERALIZED NET MODEL 

A GN model is described in In this paper will be 
used GN shown on Figure 2. Five types of tokens 
move in this GN. 

The tokens from the first type are 1 and 2, and 
they represent bank-administrators. The tokens have 
the initial and current characteristics: “Credit 
specialist at branch level” in place l8 and “Experts 
at Headquarters level” in place l15. 

The tokens from the second type are the -tokens 
that permanently enter place l1 with initial char-
acteristic “Potential SME Borrower”. 

The tokens from the third type are 1, 2 and 3, 
representing Bank management. They have the 
initial and current characteristics: “Credit Council” 
in place l18, “Management Board” in place l21 and 
“Supervisory Board” in place l24. 

In some time-moments, some token  will split 
to the original token  and a token , while some 
-token and the 3-token will split to the original - 
or 3-token and a -token. These new types of 
tokens will be discussed below. 
 

1 1 4 13 2 3 4 1{ , , },{ , , },Z l l l l l l r    (3)
 

2 3 4

4 4,2 4

1

,

1

3

13

,
l l l

r
l false false true
l W W true
l false false true


 

 
where: 
W4,2 = “There is a SME client that has prepared a 
project”, 
W4,3  = “There is an answer from the SME client to a 
question from the credit specialist at branch level”. 

Token  enters place l4 without a new 
characteristic. 

Token 4 enters place l4 and unites with token , 
staying there. 

If W4,2 = true, then token  splits to the original 
token   and token . The second one enters place l2 
and there it obtains the characteristic “Loan 
application, based upon a prepared project”. If 
W4,3 = true, then token  splits to the original token 
 and token 1. The second one enters place l3 and 
there it obtains the characteristic “Requested 
additional information in regards to submitted 
project”. This token is generated in a result of token 
4 that enters place l4. 

 
 2 2 5 8 14 5 6 7 8 2{ , , , },{ , , , },Z l l l l l l l l r    (4) 
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l true false false false
l W W W false

Wl false false true
false false truel false
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Figure 2: Generalized net model. 

where: 
W5,5  = „By the moment, there is not a solution for 
the project”,  
W5,6  = “Project rejected at first level (at branch 
level)”,  
W5,7 = “Project accepted at branch level, sent to 
Headquarters for further detailed research”,  
W8,7  = “There is an answer of a question initiated 
by Headquarters experts in regards to the submitted 
project”. 

Token  enters place l5 without any new char-
acteristic. Token 5 enters place l8 and unites with 
token 1. 

When W5,5  = true, token  continues to stay in 
place l5 without a new characteristic. When W5,6  = 
true, token  enters place l6 with a characteristic 
“Project rejected (due to specific motives)”. When 
W5,7 = true, token  enters place l7 with a 
characteristic “Project accepted (due to specific 
motives)”. If W8,7 = true, then token 1 splits to the 
original token 1 and token 2. The second one 
enters place l7 and there, it obtains the characteristic 
“Answer from branch level”. 

 
 3 3 7 9 5 22 9 10 11 12 13 14 15 3{ , , , },{ , , , , , , },lZ l l l l l l l l l l l l r    (5) 

 

9 10 11 12 13 14 15
3

3
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22

l l l l l l l
r

l false false false false false false true
l W false false false false false W
l W false W W false false false
l false W false false W W true
l false false false false false f

 ,

alse true

 

 
where:  
W7,9  = “The current token is from -type”,  
W7,15  = “The current token is from 5-type”,  
W9,9 = „By the moment, there is not a solution for the 
project”, 
W9,11  = “Rejected at Headquarters level”, 
W9,12  = “Accepted and prepared for loan granting”, 
W15,10  = “An inquiry is initiated and addressed to 
the Supervisory Board”, 
W15,13  = “An inquiry is initiated and addressed to 
the SME Client-borrower”, 
W15,14  = “An inquiry is initiated and addressed to 
branch level”. 

Token 1 enters place l15 and unites with token 
2. 

When W7,9  = true, token  enters place l9 without 
a new characteristic.  

When W9,15 = true, token 2 enters place l15 and 
unites with token 2, that obtains the above 
mentioned current characteristic. 

When W9,9 = true, token  contains to stay in 
place l9 without a new characteristic. 
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When W9,11 = true, token  enters place l11 with a 
characteristic “Project rejected at Headquarters 
level (due to specific motives)”.  

When W9,12 = true, token  enters place l12 with a 
characteristic “Project accepted at Headquarters 
level (due to specific motives)”.  

When W15,10 = true, token 2 splits to the original 
token 2 and token 3. The second one enters place 
l10 and there, it obtains the characteristic “An inquiry 
is addressed to the Supervisory Board for specific 
project” or “An answer of Head quarters level to 
the Supervisory Board” 

When W15,13 = true, token 2 splits to the original 
token 2 and token 4. The second one enters place 
l13 and there, it obtains the characteristic “An inquiry 
is addressed to the SME Client-borrower in regards 
to a specific detail of the project”. 

When W15,14 = true, token 2 splits to the original 
token 2 and token 5. The second one enters place 
l14 and there, it obtains the characteristic “An inquiry 
is addressed to Branch level in regards to specific 
details of the project”. 
 
 124 18 16 17 18 4{ , },{ , , },Z l l l l l r     (6) 
 

16 17 18
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18 18,18

,
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r
l W W true
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where:  
W12,16 = “There is a positive decision by Credit 
council in regards to specific project”, 
W12,17  = “There is a negative decision by Credit 
council in regards to specific project”,  
W18,18 = “There is a token in place l12”. 

When W12,16 = true, token  enters place l16 with 
a characteristic “The project is voted and accepted 
for financing by the Credit council under the 
original or new updated parameters”. 

When W12,17 = true, token  enters place l17 
without any characteristic. 
 
 5 16 21 19 20 21 5{ , },{ , , },Z l l l l l r           (7)  

 
19 20 21

5
16 16,19 16,20

21 21,21

,
l l l

r
l W W true
l false false W

  

 
where:  

W16,19 = “The Project receives affirmative decision 
when voted by Management Board”, 
W16,20 = “The Project receives negative decision 
when voted by Management Board”, 
W21,21 = “There is a token in place l16”. 

When W16,19 = true, token  enters place l19 with 
a characteristic “The project is voted and accepted 
for financing by the Management Board under the 
original or new updated parameters”. 

When W16,20 = true, token  enters place l20 
without any characteristic. 
 
 6 10 19 24 22 23 24 6{ , , },{ , , },Z l l l l l l r     (8) 
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where:  
W19,23 = “Final decision by Supervisory Board”, 
W24,22 = “There is an answer of the Supervisory 
Board to the Management Board level or there is an 
answer of the Supervisory Board to a question from 
the Credit council ”, 
W24,24 = “There is a token in place l19”. 

Token 3 enters place l24 and unites with token 3.  
When W19,23 = true, token  enters place l23 with 

a characteristic “Final decision (positive or nega-
tive) of the Supervisory Board about the project”.   

When W24,22 = true, token 3 splits to two tokens 
– the original token 3 and token 6 that obtains the 
characteristic “Answer of the Supervisory Board”. 

4 CONCLUSIONS 

The so constructed GN model describes the most 
important steps of the process of evaluation of a 
business project proposal intended for financing. In 
a next research, the authors plan to elaborate the 
model in the aspect related to the process of decision 
making within the frames of the bank 
administration.   

First, the model can be used for real-time control 
of the processes, flowing in a particular bank. If this 
is the case, the databases of the model will 
correspond to the real databases of that bank, and the 
process of adding new characteristics of the 
respective GN-tokens will correspond to the process 
of inputting new information in the bank's databases. 
The tokens, representing the bank's clients, will have 
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as initial characteristics their specific parameters and 
with their real project proposals intended for 
financing. The movement of these real projects will 
be observed and information for the current status of 
each of them can be obtained from the model. 
Practically, the GN-model will synchronize the real 
processes, related to the above described procedure.  

Second, it can be a tool for prognostics of 
different situations, related to the modeled 
processes, for example in a given moment of time, a 
large number of projects may be submitted, and 
these have to be evaluated in parallel or compete for 
a limited amount of funding. 

Third, on the basis of the model, some changes 
of the process of evaluation can be simulated and the 
results can be used for searching the optimal 
scheduling of the separate steps of this process. 
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Abstract: The Bulgarian capital market is characterized by its relatively short history and its low liquidity, SOFIX is 
the first index of BSE-Sofia based on the market capitalization of the included issues of common shares, 
adjusted with the free-float of each of them. The authors intend to use a model implying an Artificial Neural 
Network to predict the future price of the index. A neural network has the ability to extract useful 
information from large sets of data, which often is required for a satisfying description of a financial time 
series. Capital markets are known for their complexity and unpredictability and are best described as chaotic 
systems. Artificial Neural Networks can be used to find relationship in large sets of data which have some 
unknown relationship between input and output. Once that relationship is found, the neural network can be 
used to compute the output for similar (but usually different) input.  

1 INTRODUCTION 

The Bulgarian capital market is characterized by its 
relatively short history and its low liquidity, 
especially in recent years. Yet the companies listed 
represent different economic segments from the 
heavy production industry to pharmaceuticals and 
local banking. SOFIX is the best known and the first 
index of BSE-Sofia, which calculation started on 
October 20, 2000. SOFIX is based on the market 
capitalization of the included issues of common 
shares, adjusted with the free-float of each of them. 
SOFIX is the most successful index calculated by 
BSE-Sofia and is the first one on which structured 
products are based on. The index covers the 15 
issues of shares complying with the general 
requirements for selection of constituent issues that 
have the greatest market value of the free-float. 

Artificial Neural Networks are flexible 
computing frameworks and universal approximators 
that can be applied to a wide range of time series 
forecasting problems with a high degree of accuracy, 
(Atsalakis, 2009). They are an artificial intelligence 
method for modeling complex target functions. For 
certain types of problems, such as learning to 
interpret complex realworld sensor data, Artificial 
Neural Networks are among the most effective 

learning methods currently know. During the last 
decade they have been widely applied to the domain 
of financial time series prediction and their 
importance in this field is 

growing. The ability of neural networks to 
closely approximate unknown functions to any 
degree of desired accuracy has generated 
considerable demand for Neural Network research in 
Business. The attractiveness of neural network 
research stems from researchers need to approximate 
models within the business environment without 
having a priori knowledge about the true underlying 
function, (Sexton, 1998). However, despite all 
advantages cited for artificial neural networks, their 
performance for some real time series is not 
satisfactory. 

Predicting stock prices with traditional time 
series analysis has proven to be difficult. An 
artificial neural network may be more suitable for 
the task. Primarily because no assumption about a 
suitable mathematical model has to be made prior to 
forecasting. Furthermore, a neural network has the 
ability to extract useful information from large sets 
of data, which often is required for a satisfying 
description of a financial time series, (Nygren, 
2004). In recent years, neural networks have 
received an increasing amount of attention as a very 
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popular forecasting and data mining tool. Their 
origin stems from the attempt to model the human 
thought process as an algorithm which can be 
efficiently run on a computer. Software is developed 
to mimic this thought process. A neural network can 
be used to find relationship in large sets of data 
which have some unknown relationship between 
input and output. Once that relationship is found, the 
neural network can be used to compute the output 
for similar (but usually different) input, (Choong, 
2009). One of the advantages include automatic 
learning of dependencies only from measured data 
without any need to add further information (such as 
type of dependency like with the regression). The 
neural network is trained from the historical data 
with the hope that it will discover hidden 
dependencies and that it will be able to use them for 
predicting into future.  

Many authors propose the use of the Artificial 
Neural Networks (ANN), a machine learning 
method, to improve trading performance, 
(Lawrence, 1997, Tilakaratne, 2008, Alhaj, 2011, 
Khan, 2010, Montana, 1989, Skabar 2002, Tan, 
2006, Maciel, 2008). 

2 PROBLEM FORMULATION 

The neural network that the authors intend to use for 
predicting the price of Sofix index will be trained 
with supervised learning. The network that will be 
used will be a feed forward, multi-layer perceptron 
network with very fast learning and an advanced 
mechanism to prevent overfitting. The Multi-layer 
perceptron (MLP) networks trained using 
backpropagation (BP) algorithm are the most 
popular choice in neural network applications in 
finance, (Atsalakis, 2009 and Atanasova, 2006). The 
MLP networks are feed forward neural networks 
with one or more hidden layers which is capable to 
approximate any continuous function up to certain 
accuracy just with one hidden layer (Cybenko, 
1989).  

The MLP consists of three types of layers. The 
first layer is the input layer and corresponds to the 
problem input variables with one node for each input 
variable. The second layer is the hidden layer used 
to capture non-linear relationships among variables. 
The third layer is the output layer used to provide 
predicted values. 

The data used for the study is from the Bulgarian 
stock exchange official website, and consists of the 
following: last price, open, high, low and volume 
traded, as well as five of the most commonly used 

technical indicators (according to study conducted 
by bigtrends.com): the 30 day moving average, 60 
day moving average, 200 day moving average, the 
14 day relative strength index and the 30 day relative 
strength index. The training data covers a period of 
two years and two months or from 04.01.2011 until 
08.03.2013. We find the period appropriate because 
it consists of an uptrend and a downtrend in the first 
couple of months than the price of SOFIX 
consolidates and in the last months of the observed 
period enters into an uptrend. This we believe will 
permit us to train the network in a better way and 
produce results with a minimal error. 

The training data is split into three parts, with the 
major part of 50% of the data is treated as actual 
training data, and the rest are treated as a testing data 
(25%) and validation data (25%). 

The software used during this study is 
STATISTICA 7.0. The preferred Neural Network 
structure was a three layer perceptron. 

The software operates using back-propagation 
and conjugate gradient descent algorithms for 
training the network. The Artificial Neural Networks 
implements the on-line version of back propagation; 
i.e. it calculates the local gradient of each weight 
with respect to each case during training. Weights 
are updated once per training case. 

The update formula is: 
 

)1()(  tt ijijij   (1)
 

where: 
η - the learning rate; 
δ- the local error gradient; 
α- the momentum coefficient; 
oi - the output of the i'th unit. 
 

Thresholds are treated as weights with oi = -1. The 
local error gradient calculation depends on whether 
the unit into which the weights feed is in the output 
layer or the hidden layers. Local gradients in output 
layers are the product of the derivatives of the 
network's error function and the units' activation 
functions. Local gradients in hidden layers are the 
weighted sum of the unit's outgoing weights and the 
local gradients of the units to which these weights 
connect. 

The Conjugate gradient descent (Bishop, 1995; 
Shepherd, 1997) is an advanced method of training 
multilayer perceptron’s. It usually performs 
significantly better than back propagation, and can 
be used wherever back propagation can be. It is the 
recommended technique for any network with a 
large number of weights (more than a few hundred) 
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and/or multiple output units. Conjugate gradient 
descent is a batch update algorithm: whereas back 
propagation adjusts the network weights after each 
case, conjugate gradient descent works out the 
average gradient of the error surface across all cases 
before updating the weights once at the end of the 
epoch. 

The most widely used activation function for the 
output layer are the sigmoid and hyperbolic 
functions. In this paper, the sigmoid transfer 
function is employed and is given by: 
 

te
tE 


1
1)(  (2)

 
The criteria which will evaluate the Neural 
Networks performance will be the error of the 
network on the subsets used during training (Root 
Mean Square-RMS).  
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This is less interpretable than the performance 
measure, but is the figure actually optimized by the 
training algorithm (at least, for the training subset).  

This is the RMS of the network errors on the 
individual cases, where the individual errors are 
generated by the network error function, which is 
either a function of the observed and expected 
output neuron activation levels (usually sum-squared 
or a cross-entropy measure); or Sum-squared. The 
error is the sum of the squared differences between 
the target and actual output values on each output 
unit. This is the standard error function used in 
regression problems.  

The weights and biases of the network are 
automatically initialized to small random numbers 
by the software. 

3 STUDY RESULTS 

In order to achieve better results with training the 
Neural Network the authors decided to transform the 
input data from values to change. Since the period of 
time that the input data represents is limited to 
nearly two years the index fluctuates between a 
minimum value of 286.03 and a maximum value of 
455.75. 

The initial results showed that the networks that 
utilized all eight input parameters ( last price, open, 
high, low and volume traded 30 day moving 
average, 60 day moving average, 200 day moving 
average, the 14 day relative strength index and the 
30 day relative strength index) performed 
consistently much worse than the ones that isolated 
some of the input parameters. The networks that 
based their prognoses solely on the last price showed 
the best results in terms of test error. 

The tests were conducted with different network 
architecture but the best result was obtained with a 
three layer perceptron, consisting of 1 input (43 time 
lagged steps) 7 nodes in the hidden layer and 1 
output, training consisted of 100 epochs using back-
propagation and 23 epochs using the conjugate 
gradient descent algorithm, the test error amounted 
to 0.119279. It is important to outline that the 
software stops the learning process when the 
minimum error is reached, that way it prevents the 
network from over-fitting. 

After taking into consideration the specifics of 
the Bulgarian stock market (the extremely low 
traded volume, a problem that exposes the index to 
manipulation which will lead to distortion of the 
network results) the authors have found appropriate 
to conduct moving average smoothing to the input 
data commencing with 3 days smoothing 
(calculating the average value of the last three days). 

As seen from the results shown in Table 1 this 
data manipulation managed to bring down the test 
error considerably. The table shows the effects of 
increasing the period that has been smoothed, the

Table 1: Results, produced with 3 to 9 days smoothing of last price data and respective network structures learning samples 
and test error (RMS). 

 Network structure 
Input-hidden-output 

Learning samples 
BP/CGD 

Test error 
RMS 

3 days smoothing 1(12)-5-1 BP-100; CGD-115 0.076298 
4 days smoothing 1(12)-11-1 BP-100; CGD-58 0.089827 
5 days smoothing 1(25)-15-1 BP-100; CGD-48 0.067025 
6 days smoothing 1(10)-5-1 BP-100; CGD-76 0.075116 
7 days smoothing 1(20)-13-1 BP-100; CGD-34 0.057099 
8 days smoothing 1(15)-14-1 BP-100;CGD-68 0.057903 
9 days smoothing 1(15)-5-1 BP-100; CGD-67 0.064887 
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different network structures, learning samples and 
most importantly the resulted test error. The error 
reaches its minimum with 7 day smoothing and a 
structure of the network with 1 input (20 time lagged 
steps) 13 nodes in the hidden layer and 1 output, 
training consisted of 100 epochs using back-
propagation and 34 epochs using the conjugate 
gradient descent algorithm, the test error amounted 
to 0. 057903. 

 

 
Figure 1: Structure of Neural Network with 1 input (20 
time lagged steps) 13 nodes in the hidden layer and 1 
output. 

Figures 1, 2, 3 and 4 show structure, predicted 
values versus observed plot, graphic of the 
predictions over the analysed period and the residual 
error diagram respectively. 

 

 
Figure 2: Predicted values versus observed values plot. 

As we can see from Figure 4, the error tends to 
increase in in the beginning and the end of the 
analysed period of time. This can be explained from 
an economic perspective with the fact that during 

both periods the Bulgarian stock market is in a trend 
situation usually characterized with higher volatility 
in the prices of stocks, especially in downtrends. 
This leads the authors to believe that predictive 
abilities of a neural network are better suited for 
markets that find themselves in a period of 
consolidation. 

 

  
Figure 3: Predicted change (dotted line) versus observed 
change. 

 
Figure 4: The residual error. 

The Networks that were fed with the same pre-
processed data but trained with all 10 input 
parameters showed worse results. In the case with 
the best results (7 days smoothing) in terms of test 
error, the value of RMS 0.068935, the network 
structure produced by the software was 9 input (15 
time lagged steps) 21 nodes in the hidden layer and 
1 output, training consisted of 100 epochs using 
back-propagation and 81 epochs using the conjugate 
gradient descent algorithm.  
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4 CONCLUSIONS 

In this paper, the problem of predicting the price of 
Bulgarian Stock Exchange’s Sofix index using 
neural networks is considered. The analyzed period 
is of two years and two months or from 04.01.2011 
until 08.03.2013. Data used for the case consists of 
the daily values of last price, open, high, low and 
volume traded 30 day moving average, 60 day 
moving average, 200 day moving average, the 14 
day relative strength index and the 30 day relative 
strength index. 

The criteria which was used to evaluate the 
Neural Networks performance was the error of the 
network on the subsets used during training (Root 
Mean Square) 

The input data was preprocessed and transformed 
from values into daily changes. Initial readings 
showed that better results would be achieved if the 
input is one compared to using all or fragments of 
the initial data set. 

Smoothing ranging from 3 to 9 days was 
performed in order to eliminate the effects of the low 
liquidity and higher volatility in the market.  

Results showed that this data manipulation 
managed to bring down the test error considerably. 
The produced neural network was structured by 1 
input (20 time lagged steps) 13 nodes in the hidden 
layer and 1 output, training consisted of 100 epochs 
using back-propagation and 34 epochs using the 
conjugate gradient descent algorithm, the test error 
amounted to 0.057903. In comparison the best 
performing network using all or partial input data 
managed an error of 0.068935.  

The obtained result was found good but the 
authors see further room for improvement of the 
predicting capabilities of the model. The error 
margin is still considered big and attempts to bring it 
further down will be made, especially improving the 
predictive capabilities for trends. The low liquidity 
and high volatility environment of the Bulgarian 
stock market is a challenge that could be addressed 
more efficiently with similar neural networks that 
have different structure and learning algorithms.  

Future work will involve different input data and 
data pre-processing, possibly other types of neural 
networks and algorithms.  
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